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Abstract

Admissioncontol of flows is essentialfor providing
quality of servicein multihopwirelessnetworks.In order
to male an admissiordecisionfor a new flow, the expected
bandwidthconsumptiorof the flow mustbe correctlydeter
mined.Due to the shaed nature of the wirelessmedium,
nodesalong a multihop path contendamongthemselves
for accessto the medium.This leadsto intra-flow con-
tention; contentionbetweerpadetsof the sameflow being
forwarded at different hopsalong a multihop path, caus-
ing theactualbandwidthconsumptiomf theflowto become
a multiple of its singlehop bandwidthrequirrment.Deter
mining the amountof intra-flow contentionis non-trivial
sinceinterferingnodesmaynotbeableto communicateli-
rectlyif they are outsideeac other'stransmissiomange. In
this paperwe proposetwo methodgo determinethe extent
of intra-flow contentionalong multihop paths. The high-
light of the proposedsolutionsis that carrier-sensingdata
is usedto deduceanformationaboutcarrier-sensingneigh-
bors, and no high powertransmissionsre necessaryAn-
alytical and simulationresultsshowthat our methodses-
timate intra-flow contentionwith low error, while signifi-
cantlyreducingoverheadenegy consumptiorandlatency
ascompaedto previousappmoades.

1. Introduction

Severalapplicationghatrequireeitherresourceguaran-
teesor priority network servicehave beenervisionedfor
wirelessmultihopnetworks. To enablesuchservicethenet-
work needgo ensurethatsufficient resourcesreavailable
for a new flow beforeit is admitted.In otherwords, traf-
fic admissiorinto thenetwork needgo becontrolled.

To make an admissioncontrol decision,the network
mustfirst accuratelyestimatethe resourceshata flow will
consumef admitted.Sincebandwidthis animportantre-
sourcefor several applications,n this paperwe focuson
estimationof bandwidthconsumptiorof a flow. This prob-
lemis complicateddueto the sharedhatureof thewireless

medium.A wirelessnodes transmissiong£onsumeband-
width sharedwith other nodesin its vicinity sincethese
nodescannotsimultaneouslyaccessthe sharedmedium.
More specifically wirelesstransmissioncconsumeband-
width atall nodeswithin the carriersensingdistanceof the

transmittinghode.This carriersensingangeis explainedin

detailin Section2.1. Further multiple nodesalonga multi-

hop pathmay be locatedwithin carriersensingdistanceof

eachother This causesodego contendor mediumaccess
andpreventssimultaneousransmissionsThisin turnleads
to intra-flow contention,i.e., contentionbetweenpaclets
belongingto a single flow that are forwardedat different
hopsalonga multihoppath.

To calculatetheintra-flow contentionof nodesalongthe
path,it is importantto know the contentioncountof each
node. The contentioncount (CC) at a node is the num-
ber of nodeson the multihop paththat are locatedwithin
carriersensingangeof thegivennode[11]. Intra-flow con-
tentionhasasignificantimpactonthebandwidthconsumed
by theflow. The effective bandwidthconsumedby a flow at
eachnodeis the CCtimesthesinglehopflow bandwidthre-
guestedy theapplication Hence determinatiorof the CC
is animportantpart of makinga correctadmissioncontrol
decision.(Note that othercomponentssuchas bandwidth
availability determinationare alsorequiredfor admission
control.We only focuson CC calculationin this paper)

Calculatingthe CC is difficult sincethereis no simple
way for a nodeto determineits carriersensingneighbors,
i.e. the setof nodesthat arelocatedwithin carriersensing
range.One way may be to usehigh power transmissions,
but thesereducespatialreuseand are expensve in terms
of enegy. In this paper we proposetwo new approaches
to determinethe CC without using high power transmis-
sions. Throughsimulation-basedvaluationwe showv that
both proposedmethodsoutperformprevious solutionsin
termsof overhead power and delay while computingthe
CCwith low error.

Theremaindepof this paperis organizedasfollows. Sec-
tion 2 providesbackgroundnformationon wirelesstrans-
missions,intra-flow contentionandpreviouswork. In Sec-
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Figure 1. Notable ranges of IEEE 802.11 wire-
less comm unication.

tion 3wedescribawo new approachet determingheCC.
In Sections4 and5 we evaluatethe performancef the dif-
ferenttechniquegor CC calculationFinally, Section6 con-
cludesthe paper

2. Background

In this sectionwe discussackgroundnformationthatis
necessario understan@ndanalyzethesolutionspresented
in this paper Section2.1 describeshenotabledistancegor
wirelesscommunicationSection2.2 explainsthe concept
of intra-flow contentionin detail, and Section2.3 reviews
previously proposedapproachefor determininghe CC.

2.1. Impacted Area

The maximum separationbetweena senderand re-
ceiver for successfulpaclet receptionis called the re-
ception range (RxR), as shovn in Figure 1. Nodes
within RxR of a particular sender can directly com-
municatewith the senderand are consideredits neigh-
bors(N).

The maximumdistancethata nodecandetectan ongo-
ing paclettransmissiorfcarriersignal)is calledthe carrier
sensingrange(CSR). This rangeis typically muchlarger
thanthereceptiorrange Nodesthatarewithin the CSRof a
sendearecalledits carriersensingieighbor{ CSN).These
nodesdetecta transmissiorbut may not be ableto decode
the paclet if they areoutsideRxR. In wirelessMAC pro-
tocolsbasedon CSMA, suchasIEEE 802.11,all CSN of
thesendemreunableto initiate a paclettransmissiomwhile
thesendeiis transmittingbecausehey senseghechanneis
busy: This helpsavoid collisionsatrecevers.

2.2. Calculating the Contention Count

Thecontentioncountatanodeis definedastheintersec-
tion of thesetof nodeghatlie onthemultihoppathwith the

1 Note:While we representhetransmissiorandcarriersensingranges
ascirclesin this papey in reality they arenot perfectcircles.Wireless
signalpropagations influencedby mary factors,includingmultipath
interferencepbstaclesandotherphenomena.

Figure 2. Example of intra-flo w contention.

setof carriersensingneighborCSN).Thereforeto calcu-
latetheCCataparticulamode thelist of CSNandtheiden-
tity of the nodeson the path(NoP) mustbe known. Given
thesethe CC for node;i is:

CC; = |CSN; N NoP| +1 (1)

Thefirst termis the numberof competingCSN,andoneis
addedto accountfor theimpactof nodes itself. As an ex-
ample,nodeA in Figure2 communicatesvith nodeD via
nodesB andC. Eachpaclettransmittecby nodeA needdo
be forwardedby nodesB and C in orderto reachnodeD.
However, nodesA, B, andC lie within carriersensingange
of eachother andso only oneof thesenodescantransmit
atary giventime. The CC at eachnodein this exampleis
thereforethree.Note thatthe valuefor the CC may be dif-
ferentat eachnodealonga multihop path,sinceit depends
onthetopologyof theroute.

Calculationof the CC is difficult, primarily becausea
nodehasno direct methodfor communicatiorwith other
nodesthat are farther away than the transmissionrange
but within carriersensingrange. Consequentlythere is
no straightforvard methodto determinethe setof carrier
sensingneighborsOnesolutionis to usehigh power trans-
missiong11], but this methodhasseveraldravbacks,such
asconsumptiorof additionalenegy andanincreasen col-
lisions. In this paper we proposetwo nev mechanismso
detectthe CSNthatlie on a multihop pathwithout the use
of high powertransmissions.

2.3. Related Work

QoSin wirelessmultihop networksis a popularareaof
researchandseveralQoSroutingandadmissiorcontrolso-
lutions have beenproposed1, 5, 7]. Many of thesesolu-
tions completelyignorethe effect of intra-flow contention.
To thebestof our knowledge two approaches determine
contentioncount have previously beendeveloped.In the
following, eachof thesealgorithmsis describedandtheir
dravbacksarementioned.

Ad hoc QoS On-demand Routing (AQOR): In
AQOR[10], the authorsignore contentionbetweenmulti-
ple nodesthat are locatedwithin carriersensingrange.lt
is only consideredhata singlewirelessnodecannottrans-
mit and receve messagessimultaneously As a result,
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Figure 3. Contention count calculation with CACP.

given the perhop flow bandwidth (BW;) and assum-
ing abi-directionaltraffic flow, theflow bandwidthrequire-
mentat eachnodeon the pathis 2 x BW;, sinceeachnode
mustbothreceve andsendpacletsfor eachflow. This sim-

ple formula doesnot work in the generalcasewhen the

carriersensingrangeis larger than the receptionrange.
For example,in Figure2, the CC at eachnodeis three,but

AQORcomputest to betwo.

Contention-Aware Admission Control Protocol (CACP):
CACP [11] is an admissioncontrol solution for wireless
multihopnetworksthattakesintra-flow contentiorinto con-
sideration.Since data sessionsare typically precededby
routediscovery whenusingreactive routing protocols,ad-
missioncontrolis integratedwith theroutediscorerymech-
anism.In this paperwe focusonly on CACP's mechanism
for calculatingthe contentioncount.

In CACR nodesusehigh power transmissiongo com-
municatedirectly with their carriersensingneighborsThe
examplein Figure 3 illustrateshow CACP determineghe
CC.In thefigure,alist of theknown CSN of eachnodeis
shawvn belav the nodeduring eachstepof the protocolop-
eration.Node A, the sourceneedsa routeto nodeD, the
destinationNode A broadcastea RREQ.NodesB andC
re-broadcasthe requestappendingheir nodelD prior to
transmissionWhennodeD recevestherequestit startsthe
reply phaseAt this pointall nodesknow their directneigh-
borsthroughthe broadcasRREQmessagedyut do notyet
know their CSN.

In the reply phasethe destinationsendsa High Power
BroadcastMessaggHPBM) at a power high enoughthat
all CSN cansuccessfullyeceve it. The HPBM is receved
by all CSN of nodeD and containsthe NoP list (the list
of nodesthe RREQ traversed,which was accumulatedn
the paclet). Uponreceptionof the HPBM, nodescalculate
their CC usingtheirknown CSNandthe NoPlist. However,
the CC calculationmay not be correctat this time, sinceall
nodesdo notyetknow their CSN.For example nodeC cal-
culateghe CC usingEquation(1). In this case:

CCo = |{B7D}0{A73707D}|+1: |{BaD}|+1:3
)

After sendingthe HPBM, the destinationtransmitsthe
RREP messagdo the next hop toward the source.This
transmissioroccursat the regular power level. Eachinter-
mediatenode,aswell asthe source repeatshis procedure.
Eachtime aHPBM is receved,nodeson the pathhave the
opportunityto learnof anew CSNandrecalculateheir CC.
OncethesourcesendgheHPBM, all nodesknow theirCSN
andareableto calculatehecorrectCC. For exampleonre-
ceptionof the HPBM from nodeA, nodeC calculatests
CCusingEquation(1):

CCe = [{A,B,D}N{A,B,C,D}|+1=4 (3)

Although CACP's approacttalculateghe CC correctly
it hasseveral dravbacks.First, CACP requiresthe use of
high power messageat every nodealonga pathto commu-
nicatewith their CSN. High power transmissionsequirea
capableadio. They arealsovery expensve in termsof en-
ergy sincetransmissiompowerincreasesyperbolicallywith
increasingdistance.This is a major drawvbackin wireless
networks,wheremostdevicesarebattery-peveredanden-
ergy is ascarcaesourceSecondhigh powertransmissions
impacta large areaof the network. This reducesthe spa-
tial reuseof themediumandmayincreasecollisions.Third,
nodeson the pathneedto recalculateheir CC eachtime a
HPBM is receved from anothemodeon the path. This is
inefficient. Fourth,nodesdo notknow the correctCC when
they processhe RREPmessageasillustratedin the exam-
ple earlier As a result,a nodecannotmake an admission
control decisionwhenthe reply is processedThe correct
CCis known only whenthe HPBM is receved from each
CSNon the path. The admissioncontrol decisionis there-
fore delayeduntil thattime. This additionaldelaydepends
on the topology of the path,andin the worst caseis pro-
portionalto thelengthof thepath.Fifth, the RREPmessage
needgo bedelayedateachintermediatenodein orderto en-
surethatthe nodes HPBM is sentbeforethe RREP Since
HPBMs are broadcasimessagegheir transmissioris de-
layedat eachnodeby a smallrandomtime (jitter) in order
toreducecollisions.If theRREPiIs notdelayedcorrespond-
ingly, it may reachthe sourcenodebeforeall the HPBMs
have beensentandreceved,andthesourcemayincorrectly
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admittheflow. Finally, CACPrequiresnodelDs to beaccu-
mulatedon routingpaclets,whichincreaseshepacletsize
andtheroutingload onthe network.

In the following section, we describetwo newn ap-
proachedor determiningthe CC. Our proposedschemes
do not requirehigh power transmissionandaddressnary
of CACP's otherdrawvbacks.

3. Proposed Solutions for Determination of
the Contention Count

In this section,we proposetwo new approachesor de-
terminingthe intra-flov contentioncount. The fundamen-
tal ideabehindour approachess to usecarriersensingn-
formationfrom regularpoweredtransmissiongo infer the
CSNof eachnode.We first describehow carriersensings
performedandhow we canuseit to infer the needednfor-
mation.Thenwe describeour two approached.ike CACR
our proposedapproachesreintegratedwith the routedis-
coveryproceduref reactveroutingprotocolsNotethatthe
basicideacanalsobe appliedto proactve routingenviron-
mentswith appropriatanodifications.

3.1. Carrier Sensing and Packet Size
M easurement

Whenanodetransmitsa paclet,all nodeswithin carrier
sensingrangecan detectits carrier signal. The ability of
a paclet to be receved dependsuponits receved signal
strength,which variesat eachrecever andis affectedby
thedistancdrom the sendelandotherfactors.

Figure 4 is a graph of receved signal strengthover
time at a given node. If there are no ongoing transmis-
sionsandthe channelis idle, the receved power is small.
Whenatransmissiomccursatanodewithin carriersensing
rangetherecevedsignalstrengths greatethanthecarrier
sensingthreshold (C'Sin.esn) and the receving nodeis
ableto detectthe paclet. In the figure, the receved signal
strengthof paclet X is above C Sy e 51, SOthenodecande-
tectthis paclettransmissionlf the strengthof thereceved
signalis greaterthan the receptionthreshold(Rz:pest),
the contentsof the paclet can be decoded;this happens
whenthe recever is within receptionrangeof the sender

Referringto the figure, paclet Y canbe receved and de-
codedby thenodesinceits recevedsignalstrengthexceeds
thhresh-

Giventhesignalstrengthmeasurements,nodecancon-
structa graphshaving the channelstateover time, similar
to theonein Figure4. Fromthis graph,it candeterminghe
lengthof paclets.For example,in Figure4, thenodemea-
suresthe durationof the received signal correspondingo
paclket X. Fromthis durationt,, it caninfer the length of
paclet X. Note thatalthoughpacket X cannotbe decoded
its lengthcanstill bedetermined.

When simultaneougransmissionccur, the receved
signal strengthof the paclets overlaps.However the sig-
nal strengthof the highestpower paclet dominatesthis
measuremeniThe ability to correctly receve a paclet in
the presenceof noise or other transmissionslependson
thecapturethresholdof thewirelesshardware. The capture
threshold(Clpresr) definesthe requiredproportionof sig-
nal power for two differentsignalssuchthatthe radio can
properlyreceve the higherpower signal[9]. For example,
supposeherecevvedsignalstrengthof two pacletsare P,
andPy. A nodecancapturepacletX if P,/Py > Cipresh.-
Similarly, if P,/P, > Cinresn, packetY canbe captured.
If neitherconditionis true, neitherpaclet X nor Y arere-
ceivableor discernible.

3.2. Pre-Reply Probe

In our first approach,called Pre-ReplyProbe (PRP),
nodescontinuouslymonitortherecevedsignalstrengthand
recordthe durationsof detectecpacletsasdescribedn the
previous section.The paclet durationinformationis soft-
statej.e. it timesoutaftersomeinterval andis deleted The
operationof PRPcanbe describedhroughthe exampleil-
lustratedn Figure5. In thefigure,thetablebelov eachnode
containsthe time durationsof pacletssensedy the node.
Packet durationmeasurementhatarenotimportantto the
CC calculationarenot shavn. Initially nodeA, thesource,
wantsto find arouteto nodeD, thedestinationNodeA gen-
eratesa RREQ.Therequesis rebroadcadby eachinterme-
diatenodeasin the regularroutediscovery procedureNo
additionalprocessings requiredduringthis phase.

Whenthe destinatiorrecevesthe RREQ, it generates
Pre-ReplyProbeMessaggPRPM).The sizeof the PRPM
messagés randomlyselectedby the destination:This size
in turn identifiesa uniquetransmissiorduration,assuming
all nodesusea commondatarate. For example,consider
thattherandomsizeselectedy the destinatiorresultsin a
transmissiordurationt,,. The destinationsendsthe PRPM
to the next hop towardsthe source.This transmissions
sensedy all nodeswithin carriersensingangeof thedes-
tination. Thesenodesthenaddthe valuet,, to their carrier
sensingables.Referringto Figure5, the PRPMtransmis-
sionby nodeD is sensedy nodesB andC, andbothnodes
recordthe durationt,, in theirtables.
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Figure 5. Contention count calculation with PRP.

Uponreceptionof a PRPM,intermediatenodesprocess
the messageby forwardingit to the next hop toward the
sourceThetimedurationof eachransmissiotf thePRPM
isrecordedy all nodedocatedwithin carriersensingange
of the senderIn Figure 5, transmissiorof the PRPM by
nodeC is sense@ndrecordedy all othernodessincethey
all lie within carriersensingangeof C.

Whenthe sourcereceivesthe PRPM, it locally broad-
castghemessagenefinal time. This broadcasts required
to indicateto all nodesalongthe pathwhetherthey arein
the sources carriersensingrange.The durationis sensed
andrecordedby the sources CSN. Oncethis final trans-
missionoccurs,eachnodehasmeasuredhedurationof the
PRPMmessagesf all its CSNthatlie onthepath.

After sendingthe PRPM, the destinationwaits for a
smalltime intenval andthensendsa RREPto the source,
asin theregularroutediscovery procedureThe RREPIn-
cludesthe size of the PRPMmessagéehat wastransmitted
previously. UponrecevingtheRRER eachnodeonthepath
usesthe PRPMsizeto calculateits CC by examiningthe
durationof pacletsthatwerepreviously recordedFor each
pacletdetectedhatmatcheshePRPMsizefromtheRRER
theCCisincreasedby one.For example,nodeC knowsthat
it hearda paclet of sizet, transmittedthreetimes,andit
alsotransmittedhe PRPMonce.Fromthis information, it
determinests CC to befour. Eachnodealongthe pathcan
accuratelycomputeits CCin thismanner

The PRP approachalleviates mary of the drawvbacks
of CACP First, it determineghe CC without high power
transmissionsThis resultsin enegy-savings, better spa-
tial reuseand reducedprobability of collisions. Second,
only the destinationnode introducesa delay in the for-
wardingof the RRER unlike the perhop delayintroduced
by CACP This reducesthe lateny of determiningthe
CC, aswell asthe route acquisitionlateng. Third, each
node on the path knows the correct CC when the Route
Reply is receved and can immediatelymake an admis-
sion control decision.Moreover, eachnode needsto cal-

culate the CC only once. Finally, the methodaddsonly
one additional field to the RRER and does not require
accumulationof node IDs on the route discorery mes-
sages.

ThePRPmethodstill hasafew dravbackslt requiresan
additionalmessagéPRPM)to be transmittedduring route
discovery. This increaseghe network overhead Also, the
RREPIs delayedatthedestinatiomode.Thisincreaseshe
route acquisitionlateng, and also delaysadmissioncon-
trol decisionsFinally, countingsensegbacletsof a particu-
lar durationcanproduceerroneousesultsin the caseof re-
transmission®r collisionsat the MAC layer. We address
mary of theseconcernsn our secondapproach.

3.3. Route Request Tail

Our secondapproach,Route RequestTail (RRT), re-
moves the additionalmessagingand delay from the PRP
approachAs in the previous approachnodesrecordthe
sensegaclket durations However, insteadof introducinga
new paclet, atail is attachedo RREQpacletsin the RRT
approachThis tail hasa uniquesizeat eachnode.In other
words, at eachnode, the length of a RREQ paclet is in-
creaseddy an amountuniqueto that particularnode. This
increaseén pacletsizesenesto uniquelyidentify theRREQ
transmissionT hetail sizecanberandomlyselectedy each
node.Alternatively, it couldbederivedfrom thenodelD.

To describethe details of the RRT approachwe pro-
vide the following example.In Figure 6, the table below
eachnodelists thelengthof pacletsit hasdetectedpaclet
lengthis inferred from the transmissiorduration).During
routediscovery thesourcenodeA, createsa RREQ.It ap-
pendsatail of uniquelengthto thepaclet.In additionto the
tail, a field is insertedinto the RREQ messageThis field
containsthe size, S,, of the paclet including the tail. The
sourcethen broadcastdhe RREQ. In the example,nodes
B and C, which lie within nodeA's carriersensingrange,
recordthesizeof the RREQpaclet.
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Figure 6. Contention count calculation with RRT.

Upon receving the RREQ, eachintermediatenodere-
movesthe tail addedby the previous nodeand attachesa
new tail of a differentsizeto identify itself. It alsorecords
the new paclet size in the RREQ by appendingt to the
sizesrecordedby previous nodeson the path. Thus, a list
of randompacletsizesis accumulatedh the RREQpaclet.
In Figure 6, node B rebroadcastthe RREQ after replac-
ing thetail, suchthatthenew sizeof the pacletis S;. Each
of nodeB's CSN (nodesA, C andD) recordsthe paclet of
lengthS; in its carriersensingable.

Whenthe destinatiorrecevesthe RREQ), it repeatgshe
procedurdollowedby theintermediatenodesandrebroad-
castsheRREQonemoretime. Thisis requiredto indicate
to othernodeson the pathwhetherthey arewithin thedes-
tination's carriersensingrange.Note that this is not nec-
essanyif the flow is uni-directional,i.e., if the destination
is only goingto receve datapaclets.Next, the destination
generatea RREPRIn theRRERIt includestheaccumulated
list of RREQ paclet sizes,including that of itself. In the
example,the destinationnodeD, placesthe list of paclet
sizes(S,, Sy, S¢, Sg) in the RREPmessageNode D then
unicastdhe RREPto nodeC.

When an intermediatenoderecevesa RRER it calcu-
latesits CC for theflow by examiningits carriersensinga-
ble andlooking for pacletsof sizesthat matchthoseindi-
catedin the RREP For eachpaclet that matchesa paclet
sizefrom the RRER the CC of the nodeincreasedy one.
For example,in Figure6, nodeB hasseenpacletsof size
Sa, Sk, Se andS,. Thereforejts CCis four.

The RRT approachretainsmost of the benefitsof the
PRPapproachlt removestheextramessageseededy the
PRPapproactandinsteadincreaseshe size of the RREQ.
Transmissiorof a few extra bytesis less expensve than
transmissiorof additionalpaclets. The RREQ paclet ac-
cumulateghe variouspaclet sizesgeneratedy nodeson
thepath.Eachpacletsizecanberepresenteth oneor two
bytes.This is lessexpensve than accumulatingnode IDs
(4 bytes).Finally, the RREPis not delayed.This resultsin
quickrouteacquisitiorandadmissiordecisionpropagation.

Thedravbackof the RRT approachs thatlargerpaclets
havelongertransmissiotimes,andarehencemorelikely to
suffer from collisionswhenthe mediumis heavily loaded.
Collisionsaffectthepacletdurationmeasurementaadeby
carriersensingneighborsasexplainedin Section3.1. This
impactstheaccurag of the CC calculation.

4. Analytical Comparison

In this section,we presenta simpleanalyticalcompari-
sonof thethreeprotocols:CACP, PRPandRRT. We com-
parethe three protocolson the numberand size of con-
trol pacletstransmittedthenumberof CC calculationgper
formed andthe additionaldelayincurredin route discov-
ery. Notethatthis performancas for a singleroutediscov-
ery. Table1 presentshecomparison.

As seenin Tablel, all threeprotocolstransmitthe same
numberof RREQ paclets;this is equalto the numberof
nodesin the network (N) in most cases.The numberof
RREP pacletsis alsothe samefor the threeapproaches,
andis equalto lengthof the path(M). Additionally, CACP
transmitdVl extrahigh powerpackets(HPBMs),oneateach
node along the selectedpath, while PRPrequiresM ex-
tratransmissionat regulartransmitpower (PRPMs).RRT
doesnottransmitany extramessages.

In CACPR the RREQpacletsaccumulatehe IDs of the
nodesthey traverse,sothe sizeof the pacletsincreasedy
M*1, wherel is the size of the nodelID. Similarly, RREQ
pacletsin RRT accumulateéhetail lengths.This causeshe
pacletsizeto increasdoy M*J, wherelis thesizeof ashort
integer (J < 1). Additionally, the RREQ paclet carriesthe
tail appendedy thelastnodetraversedwhich causes fur-
therincreaseof T in thepacletsize.Thereis noincreasen
thesizeof RREQsin PRP A correspondingncreasen the
RREPsizeoccursfor CACP andRRT. The RREPin PRP
must containthe length of the probethat was sentby the
destinationhencethesizeincreasedy J.

Next, we look atthe sizeof additionalcontrolmessages.
CACPHPBMscontainthelist of nodelDs onthepath,and
hencetheir sizeis M*l. PRPMshave a randomsizeof S.
RRT hasno additionalcontrolmessages.

The extra delayincurredin routeacquisitionis propor
tional to thelengthof the pathin CACR sincethe forward-
ing of the RREPis delayedat eachintermediatenodeby a
constantime (D1). In PRR a constanextra delay(D2) oc-
curssincethe RREPIs delayedy thisvalueonly atthedes-
tinationnode.RRT requiresno additionaldelay Finally, in
CACR eachnodecalculateghe contentioncountK times,
whereK is the final contentioncountvalue,sincethe CC
calculationmust be repeatedeachtime an HPBM is re-
ceivedfrom a CSNon the path.In both PRPandRRT, the
CCis calculatedustoncewhenthe RREPIs processed.



Approach [ RREQ [ RREP Othercontrol RREQ RREP [ Othercontrol | Delay [ CC
sent sent pacletsent size size pacletsize calcs

CACP N M M (High power) Q + M* P+ M* M*| M*D1 K
PRP N M M Q P+J S D2 1
RRT N M 0 Q+M*J+T | P+M*J 0 0 1

Variables:

N = Nwumber of nodes in the network M = Number of nodes on the path

Q = Size of RREQ message P = Size of RREP message

I = Size of nodelD J = Size of integer

S = Size of PRPM (random) T = Size of RREQ tail in RRT (derived from nodeid)

D1 = Delay at each hop between forwarding of HPBM and RREP in CACP

D2 = Delay at the destination between sending of PRPM and RREP in PRP

K = Contention count, i.e. the number of nodes on the path that are CSN

Table 1. Contention count calculation overhead.

5. Simulation-based Evaluation

We comparaheaccuray andoverheadf thethreepro-
tocols using simulation. The NS-2 simulator[3] is used
for this purpose We implementthe three mechanismdby
makingappropriateextensiongo the AODV-UU [6] NS-2
implementatiorof the AODV [8] routing protocol. AODV
pathaccumulatiorj4], wheretheIDs of intermediatenodes
areaccumulatedbn AODV routing paclets,is usedto en-
ableCACPto discovertheidentitiesof all nodeson a path.

In addition to the three protocols,we also implement
a fourth mechanisnmthat calculatesthe contentioncount
from a globalview of the network. This method whichwe
call the Ideal method,alwayscomputeshe CC accurately
throughglobalknowledgeandprovidesuswith areference
for determiningheaccuray of theotherprotocolsWe note
thatsucha methodcannotbeimplementedn arealnetwork
becaus®f theimpracticalityof globalknowledge.

In thefollowing sectionswe describeour simulationpa-
rametersand definethe performancemetricsusedto com-
parethe protocols.This is followed by a descriptionof the
simulationscenariosndthe performanceesultsobtained.

5.1. Simulation Parameters

We usethetwo ray groundpropagatiormodelandIEEE
802.11asthe MAC protocol.Thereceptionrangeis setto
250mandthe capturethresholds 10. To preventcollisions
of receved paclets,the carriersensingangeshouldbe set
to (RXR + RID) [2], whereRxR is the receptionrangeand
RID (recever interferencedistance)is the minimum sepa-
ration betweena receiver andanothersendersuchthatthe
senders transmissionslo not affect therecever's ability to
receve pacletsfrom its own senderWith our settingsfor
receptiorthresholdcapturethresholdandregulartransmis-
sionpower, RID turnsout to be 440m.We thereforesetthe
carriersensingangeto (250+ 440)=690m.

CACP's HPBMs needto be sentat a sufficiently high
power suchthatthey may be receved by all nodeswithin
carriersensingdistance.The power requiredfor reaching
a distanceof 690min NS-2is 16.6035W ascomparedo
0.2818Wfor reachingheregularreceptionrangeof 250m.

The significantincreasds dueto thefactthattransmission
power grows hyperbolicallywith increasinglistance.

Thedelaybetweerthe HPBM andRREPat eachhopis
20ms while thatbetweerthe PRPMandRREPat the desti-
nationis 30ms.Themaximumsizeof thePRPMis 20bytes.
ThesevalueswvereobtainedexperimentallyWe omitthede-
tails of theseexperimentglueto lack of space.

CBR is usedas the traffic application,with the data
paclet size setto 512 bytes. The bandwidthand duration
of thedatasessionss variedin differentexperimentsSince
our datasessiongreuni-directional we do notincludethe
destinatiomodein the CC calculation.

5.2. PerformanceMetrics

We compareheprotocolshasednthefollowing perfor

mancemetrics:

e CC error: Thisis the averagedifferencebetweerthe
CC obtainedby the protocolbeingtestedandthat ob-
tainedby theldealmethoddescribedn Sections. The
lowertheerror, themoreaccuratehe protocol.

e CC latency: Thisis theaveragedelayincurredin cal-
culatingthe CC from the startof the route discosery
procedureA high value of CC lateng increaseghe
delayexperiencedy applicationflows waiting for ad-
missioninto the network.

e Number of CC calculations: Thisis theaveragenum-
berof CC calculationgerformedby eachnodebefore
thefinal CC valueis obtained Fewer CC calculations
arepreferredfor simplicity andefficiency.

e Number of control packets transmitted: It is desir
ableto reducethe numberof control paclet transmis-
sions, since they cost enegy and consumenetwork
bandwidth Thelowerthenumberof transmissionghe
greaterthe efficiency of the protocol. The size of the
controlpacletsis ignoredin this metric.

e Number of control bytestransmitted: This metricis
similarto thepreviousmetric,exceptthatherewe mea-
surecontrolbytestransmittedatherthancontrolpack-
ets.Again, alow valuefor this metricis desirable.

e Number of control packets processed per node:
Sincereceptiorandprocessin@f controlpacletscosts



enepy, it is desirabldor nodesto receve andprocess
asmallnumberof controlpaclets.

e Route acquisition latency: This is the time interval
betweenthe initiation of routediscovery by a source
andthecorrespondingeceiptof aroutereply. A lower
route acquisitionlatengy correspondgo a fasterre-
sponsdime to theapplication.

e Data packet delivery fraction: Thisis thefractionof
datapacletssentby a sourcenodethatreachthe des-
tination. If the overheadmposedby a protocolis too
high, it interfereswith the network's ability to deliver
pacletsto theirdestinationsThis metricis thusamea-
sure of the effectivenessof the protocolin enabling
successfutlatapaclet delivery. A high valuefor this
metricis desirable.

5.3. Simulation Scenarios

We usetwo simulationscenariogo testthe protocols.n
thefirst scenariofennodesarearrangedn a simpletopol-
ogy in orderto obsene the performancef the protocolsin
a deterministicervironment.The secondscenarioconsists
of 50 nodesplacedin randomtopologies.

We do not considernode mobility in our experiments.
On-demandouting protocolsassumehat the topology of
anetwork is fairly staticduringroutediscovery. As the CC
determinatioris a partof routediscovery, we canmake the
sameassumptionUnderthis assumptionmobility doesnot
significantly affect CC determinationTherefore for sim-
plicity, we only simulatestatictopologiesn thispaperNote
thatmobility could causethe CC of a flow to changeafter
theflow hasbeenadmitted andthis couldimpactthe QoSof
theflow. Hence,it may be beneficialto continuouslymon-
itor the QoS,andre-evaluatethe admissiondecisionwhen
necessaryn amobileernvironment.

Linetopolagy. Ourfirst simulationscenarids illustratedin
Figure 7 and consistsof ten nodesplacedin two parallel
lines. The distancebetweerthe linesis greaterthanthere-
ceptionrangeof the nodes,so nodesfrom oneline cannot
communicatevith thosefrom theother However, thenodes
from the two linesarewithin carriersensingangeof each
other andthereforethey contendior mediumaccess.

Two CBR datasessionsrecreated The CC determina-
tion protocolcomesinto play at the startof eachdatases-
sion. The first sessionpetweemodes5 and 9, actsasthe
backgroundsessionjts purposeis to generatdoad in the
network. We vary the bandwidthof this sessiorfrom 20to
100 Kbpsin orderto obsere the performanceof the pro-
tocolsunderdifferentamountf network load. Thesecond
datasessionbetweemoded and4, startsafterthefirst ses-
sion hascommencedThe CC determinatiorprotocolsare
evaluatedduring the startof the secondsessionSincethe
two sessiongontendfor mediumaccessthe performance
of the CC protocolsis impactedby the load createcby the
backgroundession.

Session 1 (Background)
® ® @ ®

200m

®© ©®© @ O

»
>

400m

Session 2

Figure 7. Line topology .

Randontopolagy: The secondsimulationscenaricconsists
of 50 nodesrandomlyplacedin a 1500mx 650marea.Re-

sultsareaveragedvertendifferentrandontopologiesOne

tofivebackgroundlatasessionsf 20Kbpseacharecreated
in eachsimulation.Consequentlythe network load varies

with the numberof sessionsAfter all the backgroundses-
sionshave beenestablisheda new datasessioris started.
The performanceof the CC protocolsis evaluatedat the

startof this lastdatasessionThe CC protocolperformance
isimpactedy thelevel of network loadcreatedy theback-

groundsessions.

5.4. Simulation Results

Figure8 shaws the resultsfrom thefirst simulationsce-
nario. Eachdatapoint is averagedover 10 simulationruns
with the randomnumbergeneratorseededdifferently in
eachrun. We do not plot the datapaclet delivery fraction
for this scenaricsinceit is 100%for all the protocols.

As seenin Figure8(a), CACP performsanaccurateCC
calculationin this simplescenarioBoth PRPandRRT have
non-zercerrorasthe network loadincreasesT he ability of
anodeto correctlysensehedurationof transmissionfrom
its CSNis adwerselyaffectedby collisions. The frequeng
of collisionsincreasesvith network load andso the accu-
ragy of PRPandRRT diminishesHowever, the maximum
erroris lessthan0.7in this scenario.

Figure 8(b) shavs that CACP hasthe highestCC la-
teng/ dueto aperhopdelaybetweerthetransmissiormf the
HPBM andtheRREP Also, in CACR unlike PRPandRRT,
the correctCC neednot be known whenthe RREPIs pro-
cessedandcanchangeasHPBMsarerecevedfrom nodes
further along the path. RRT hasthe lowestlateng since
it involvesno extra delaysfor the CC calculation.The la-
teng of PRPis alittle higherthanRRT dueto the extrade-
lay injectedby the destinatiorbetweerthe transmissiorof
thePRPMandthe RREP Thelateng is significantlylower
thanthatof CACP Therouteacquisitionlateng of thepro-
tocols,asshawn in Figure 8(c), is affectedby similar rea-
sonslt is lowestfor RRT andhighestfor CACP

Thenumberof CC calculationgerformedby eachnode
is presentedn Figure 8(d). Both PRPand RRT compute
theCConly oncewhenprocessinghe RREP CACP, onthe
otherhand,mustrecalculatehe CC aftereachHPBM is re-
ceived,andsothe averagenumberof calculationds equal
totheCC.
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Figure 8. Performance results for line topology .

As seenin Figure8(e), CACPandPRPtransmita higher
numberof controlpacletsthanRRT; thisis dueto thetrans-
missionof the HPBM andPRPM,respectiely, ateachhop
alongthe path. We note that HPBMs are sentat a higher
transmitpower and thereforeconsumemore enegy than
the PRPMs.RRT transmitsthe lowest numberof control
pacletssincenoadditionalpacletsaregeneratedtherthan
thoserequiredby regularroutediscovery. Figure8(f) shavs
the byte overhead Since CACP haspathaccumulatioron
the AODV paclets, plus extra control paclets containing
the identitiesall the nodeson the route, its byte overhead
is highest.The byte overheadof RRT is next, sinceeach
RREQ paclet is extendedwith a tail. PRPhasthe lowest
byte overheadsincethe RREQ/RRERpacletsdo not carry
ary extra information.In PRR thereis an additionalcon-
trol messagehowever, this messagés fairly smallin size
andis only transmittedalongthe selectecpath. This is un-
liketheRREQshataretransmittedhroughouthenetwork.

In Figure 8(g), we obsene that the averagenumberof
control paclets processegber nodeis significantly higher
for CACP sincethe HPBMs arereceved andprocessedy
all nodeswithin carriersensingange PRPandRRT arefar
moreefficient in this regard. The numberof control pack-
etsprocesseds slightly higherfor PRPthanfor RRT be-
causeof theextraPRPMtransmissions.

Figure9 presentghe resultsfrom the randomtopology
simulations As seenin Figure9(a), CACP shavs non-zero
CCerrorin this scenariodueto the occasionatollision of

HPBMswith otherpaclets.Theerroris still higherfor PRP
andRRT sincethesemethodgely on carriersensingnfor-
mationandarethereforeaffectedmoresignificantlyby col-
lisions. Themaximumerror, however, is only aboutone.

Figures9(b),9(c) and9(d) shav theaverageCC latengy,
routeacquisitionateng andnumberof CCcalculationsre-
spectvely. Thesegraphsall follow the sametrendsasthe
previousscenaridor the samereasonasdescribecdearlier

The number of control bytes transmittedby RRT is
higherthan CACP in this scenarioas seenin Figure 9(f).
With more nodesin the network, there are more RREQ
transmissionsand so the effect of the RREQtail exceeds
that of the additionalcontrol messages CACP and PRT.
CACP's overheadis still higherthan that of PRP due to
thelargersizeof theHPBM messages.he numberof con-
trol pacletstransmittecandprocessetly eachnode asseen
in Figures9(e) and9(g), respectiely, increasewith thein-
creasinghumberof backgroundsessionslueto the greater
numberof routediscoveriesperformed.Therelative trends
of thethreeprotocolsin thesefiguresarethe sameasin the
previoussimulationscenaridor the samereasons.

Finally, in Figure 9(h) we obsenre that the datapaclet
delivery fractionis slightly lower whenusing CACP com-
paredto the otherprotocols.This is becauseCACP's high
power messagesnpactothertransmissiong alargerarea
and increasethe numberof collisions. As route discover-
iesareperformedmorefrequentlythiseffectbecomesnore
pronounceandcauseshigherpacletlossin the network.



7
4,
—- CACP 20 20
35 * PRP 6
-+ RRT [}
200 _ ° W—/Q
o 3 2 150 e 9
3 N < ]
£ 29 £ 156 g * + 04
3 Iy s * s
22 H * *  B100 * * 2 —&— cAcP
<] g * T - £3
E I} * * 3 + 5 #* PRP
515 o 19 g T 2 RRT
Q * o S £ - -t 8, -
© e - 3 sob -+ o
* * * 50F + —e— cACP = —&— cAcp o
0.5¢ + PRP * PRP ki *
. RRT 4~ RRT
0 0 0
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
Number of background sessions Number of background sessions Number of background sessions Number of background sessions
(a) Averageerrorin theCC (b) Averagédateny in (c) Routeacquisitionlateng. (d) Averagenumberof CC

calculation.

determininghe CC.

Ctrl pkts sent per node

calculationgernode.

<]
o
©
@

S
o
©
>

S
o
©
b

Ctrl pkts rcvd per node
N oW oA O O
]
Data packet delivery fraction

0 —9~ cAcp
o * PRP
et 0.92 R
00 1 2 3 4 5 G0 1 2 3 4 5 00 1 2 3 4 5 o 0 1 2 3 4 5
Number of background sessions Number of background sessions Number of background sessions Number of background sessions
(e) Numberof controlpaclets (f) Numberof controlbytes (9) Numberof controlpaclets (h) Datapaclet delivery

sent. sent.

receved. fraction.

Figure 9. Performance results for random topology .

6. Conclusion

In this paper we proposetwo new approacheso de-
termineintra-flov contentionj.e. the numberof nodeson
a multihop paththat contendfor mediumaccessOur ap-
proachesPre-ReplyProbe(PRP)and Route RequestTail
(RRT), are basedon the fundamentalidea that carrier
sensinginformation, suchasthe durationof sensedrans-
missions,canbe usedto gatherinformationaboutcarrier
sensingneighborsThis ideais the centralcontritution of
this paper We compareour approachewvith the intra-flow
contentiondeterminationmechanismof the Contention-
AwareAdmissionControlProtocol(CACP).Simulationre-
sultsshawv thatalthoughPRPandRRT areslightly lessac-
curatethanCACR thesmallerroris heavily outweighedy
benefitssuchas reducednetwork load, lower enegy con-
sumptionand fasterresponsdime. Our future work con-
sistsof enhancemeruf the proposedprotocolsto improve
accurag, possiblyusing othertypesof carriersensingin-
formation.
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