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Abstract—Management of a large scale wireless network, be the capture and analysis of all data packets is not scalable.
it an infrastructured WLAN or a metro-scale mesh network, |t significantly increases the bandwidth utilization of thized

presents several challenges. Troubleshooting problemslaged t0 - 1,5cKpone connections in a WLAN. Such an approach is infea-
wireless access in these networks requires a comprehensiset of ible | h net K wh ority of th t d

metrics and network monitoring data. Current solutions gather sidle In a mgs newwor W.ere a majorlly 0 € routers do
large amounts of data and require significant bandwidth and Not have a wired backhaul link to transmit the packet capture

processing to offload and analyze this management traffic. As traces. Even in situations where the wired connection ig abl
a result, these solutions are typically not scalable or redime. To  to meet the high bandwidth requirements, the packet trace
this end, we propose a multi-tiered approach to wireless n&tork — 55555ch has other problems. The processing of the packet
monitoring that dynamically controls the granularity of data . . . .
collection based on observed events in the network. Our appach traces 's_ a resource '_mens've cpn_wputa‘uonal task and may
can achieve significant bandwidth savings and enable reaimie be unsuitable for real-time remediation of network protdem
automated management of a wireless network. Our initial anbysis From our own experience in the development of a real-time
using traces from a large WLAN shows a significant reductionm  network visualization tool, we found that the speed of neetri
the amount of data collected to diagnose problems in a WLAN. collection/generation, rather than the visual renderifighe
data, is the computational bottleneck [3].
For the above reasons, there is a need for a new methodology
Large scale wireless networks in the form of campus-widsf metric collection in a wireless network. This new methbdo
infrastructure WLANs and metro-scale IEEE 802.11 mesbyy should be bandwidth-efficient, scalable with respec¢hé
networks have proliferated to become an important method wfimber of devices in the network, and at the same time provide
providing Internet connectivity. These networks consfdtun- a comprehensive set of metrics that can be used to identify
dreds to thousands of APs (or mesh routers in metro-scalb me# problems/anomalies in the network. Such a methodology
networks) and are used by thousands of users. The managemenild facilitate centralized administration of a large wetk
and troubleshooting of these large wireless networks ptesand also enable the use of tools, such as network visualizati
several new challenges compared to traditional Etheraséth to monitor the network health in real-time.
wired networks. We propose an adaptive wireless network monitoring
One of the factors that contributes to the challenges oteffesolution called Antler. The principal feature of Antler is
tive management of wireless networks is that the perforrmandynamic and scalable hierarchical collection of metrics
of the devices in these wireless networks may be impacted ipy the wireless network, which is an essential first step
entities outside the network, i.e. the surrounding envitentor towards effective network management and troubleshooting
devices that are not part of the network but share the freqjuerA key observation that guides the design of Antler is that
spectrum. In addition, the large number of proprietary pcots comprehensive metric collection is required only when ¢her
and algorithms used by different IEEE 802.11 client vendogse problems in the network. A small subset of these metrics
and the interaction among these clients is not well undedsto are sufficient when the network performance is satisfactory
Finally, unlike wired networks, the physical location ofeth and can be used for coarse identification of potential proble
devices provides a strong spatial aspect to all data usedVile propose a stateful method that intelligently adapts the
management and troubleshooting of wireless networks. metric collection process to capture the most relevant set
Due to the inherent uncertainty in the wireless mediunof metrics. The goal of our system is to reduce the volume
network administrators require a comprehensive set of dath data that needs to be collected and processed without
and metrics to deal with problems in 802.11 networks. Treacrificing the ability to diagnose problems in the network.
data include metrics from the 802.11 MAC layer and the PHY A brief overview of the operation of Antler is as follows.
layer, in addition to those from higher layers of the stackstl The baseline operation consists of collection of a mininedl s
commercial WLANs use a small fraction of these metrics inof metrics that indicate the health of the network. Theseicset
order to minimize the data collection and processing owvahe are constantly monitored and compared against pre-detedni
However, previous research has shown that the diagnosis éime@sholds or triggers. When the baseline metrics inditate
root cause analysis of many network faults requires a compl@ossible presence of a problem, the system transitionseto th
trace of the packets in the network [1], [2]. Unfortunatelynext tier of data collection, which consists of a more dethil

I. INTRODUCTION



set of metrics. If the second level metrics indicate a pnobleA. Network Model

that requires deeper investigation, the system transitiorthe  oyr proposed solution is designed for an infrastructured
third tier of metric collection, and so on. Alternately, i \w AN network. All APs in the WLAN run Antler and

problem can be detected and solved using the second leyghmunicate with a central controller. The central corrol
metrics, the system eventually returns to the baselineadiper e rforms the following functions: it collects data from the

of collecting first tier metrics. APs and stores the data in a database; it issues commands to
APs to control the data collection; and it provides data ® th
Il. RELATED WORK network administrator. The data collected by the contratiay

o ) also be accessed by a network health monitoring tool such as
Network management, health monitoring and fault diagnosigcyga [3]. In the future, the collected data can also be used

in WLANSs has been an area of active research in recent yeats automatic rule-based remediation of problems.

MOJO [4] is an 802.11 troubleshooting system that outlines\ye assume the client devices to be autonomous and largely
the importance of detailed physical layer metrics for pembl oytside the control of the network administrator. Curngnite
diagnosis and demonstrates that many higher layer symptogastrict the focus of the metric collection system to theeteiss
are manifestations of problems at the PHY layer. Adya et &ccess part of the network and do not consider metrics from
propose modifications to all clients in the network to assist high layers (e.g. events from DHCP, DNS queries). A majority
troubleshooting [5]. APs in the network act as “softwarefise of the metrics used by our system are supported by several
sors by capturing wireless metrics and thereby avoid theafos commercial APs and can be accessed through SNMP MIBs [7].
deploying special sensors. The authors also propose eat<l we require minimal modification to the APs to collect new
associated with APs can act as a conduit for diagnosticdraffyetrics required for our system. In the future we intend to
from clients not associated with APs. WiFiProfiler [6] uses mcorporate statistics collected from cooperative cliéetices,

similar client conduit approach but troubleshooting camlbee je. devices that can communicate with the Antler controlle
in a peer-peer fashion. However, given the heterogenear cl

devices, instrumenting all of them may not be possible. OB Design Philosophy
solution does not assume any assistance from client devices The basic idea in the design of Antler is to use a few baseline

Jigsaw [1] is a comprehensive fault diagnosis systemetrics that capture the general health of the network. When
that uses a large set of dedicated wireless radio monitgi®blems are detected, the system intelligently increassisic
to observe and record every transmission in a WLAN. Theollection to capture only those metrics that are needed to
radio monitors send the captured packet trace to a centtighgnose the root cause of the problem. The principle behind
repository where the packet traces are merged to produceha design of such a system is that in the general case network
single time-synchronized trace that provides a detailew\of are in a stable state, during which time it is sufficient toéav
the sequence of events. The Jigsaw system was later exteraldigjht-weight monitoring system. On the other hand, when
to provide automated cross-layered diagnosis of probleéths [a problem arises, collection of detailed packet level tsaice
Although Jigsaw provides a complete view of the events in thiee area where the problem is detected can facilitate fineetu
network, it requires high overhead in terms of infrastruetu problem diagnosis.
The dedicated wireless radio monitors require a backhaulln the design of Antler, we use the concept of tiers of
network connection that consumes roughly five times thaetrics, wherein each tier collects a level of detail moranth
actual network traffic [2]. The high bandwidth requirementthe previous level. The system goal is to diagnose the n&twor
for Jigsaw make it unsuitable for a multi-hop mesh networlgroblem at the lowest possible tier, i.e. with the minimum
Additionally, the scaling properties of the trace mergingvel of detail necessary. When diagnosis cannot be made wit
process in a larger or heavily-used network are not clear. certainty at a particular tier, the next tier is triggerecdctilect

In addition to work from the research community, there ammore metrics. The biggest challenge in designing a mtetl
several commercial tools that are designed for this purpdse metric collection system is to identify the metrics that are
[8], [9]- The proprietary nature of these tools restrict® thnecessary and sufficient for making decisions at each tier fo
available information to feature-sets. Based on the aviaila the particular problem set that the system should handle. Th
documentation, we hypothesize that some tools use high legkassification of metrics into tiers is presented in Sectibik.
metrics accessed through SNMP MIBS [7] and other tools One design consideration is whether to make the monitoring
such as AirMagnet [9] use special radio monitors deployesystem centralized or distributed. The intelligence tmsiton

throughout the network to collect packet traces. the metric collection among the different tiers can be eitite
the central controller or at the APs. The latter option pded
I1l. DESIGN OFANTLER a distributed approach that may scale better as the sizeeof th

network increases. The metric collection process would hés

In this section we first present the network architecture imore responsive to local events. Further, a distributedagyh
which Antler operates. We then present a brief overview efould reduce all monitoring traffic. On the other hand, the
the design philosophy, followed by a detailed descriptidn @entral controller has a global view of the network and may be
the design. able to correlate symptoms of nearby APs, which we plan to



|| in the network condition, it is often reflected in one or more
"lﬂ — of these metrics.
To select a baseline set of metrics, we consider the typical
2 \ wetrics goals for deployment of WLANs [10]. Broadly, there are two
goals that the network tries to achieve: 1) provide conmigti
to clients within the network’s coverage area, and 2) ensure
a minimum throughput to all the connected clients (up to the
Fig. 1. Architecture of Antler. number of clients that the network is designed to support).
These two metrics lead us to two of the baseline metrics:
maximum client Overhead Index)(,,,.) and minimum client

Monitoring Engine
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explore in an extended version of this work. Additionallyet " ) )
multi-tiered metric collection scheme reduces the amount §roughput €.:,). The Overhead Index is defined as the ratio

data to process and thus, if done carefully, a central ctetro of control and management traffic to data traffic (in byteq)][1

will not be overwhelmed with data. Therefore, we opt fofVNen a client has connectivity problen,,... will be high.

the centralized approach to take advantage of the centff)e Second baseline metrid,,;,, tracks the performance

controller’s ability of see a global view of the network. of connected clients. When a client obtains low throughput,

o 1 o .

Next we describe the system architecture of Antler, folldweTlmm WIIIII be rI]OW' . I,n addmon to fthe ab?]ve two.metrlcs,l we
by the classification of metrics into tiers and the ruleggars also collect the ""_'T“m_e m‘?tr'°40 or eac A.P' A|rt|me,_aso
called channel utilization, is the fraction of time for whithe

that govern the transition of the metric collection among th ) -
different tiers. channel is busy and represents the degree of network gctivit
in the neighborhood of the AP [12]. As we show later in the
paper, this metric provides valuable supplementary infdiom
that helps the decision tree of the analysis engine. If one
Figure 1 illustrates the architecture of the Antler system af the objectives of the network is to support Voice-over-IP
the central controller. As seen from the figure, the system é@pncaﬁons' then low packet delays is another goal of the
comprised of two primary components - the monitoring engingstwork. In such networks, packet delay would be the fourth
and the analysis engine. The monitoring engine takes as inpdseline metric. In this paper we consider WLANs that are
a list of metrics to collect at each AP. The list of metrics tQnaware of specific traffic type.
collect depends on the current metric collection tier foe th \ve pelieve that these metrics are sufficient at the high level
particular AP and may differ among the various APs in thg detect a network problem. Three of the most important prob
network. The monitoring engine interfaces with the APs tRems related to wireless network access are connectiviip-pr
collect the corresponding metrics (not shown in figure). Thems, performance problems, and authentication problés |
collected metrics are output to the analysis engine and a@@nnectiviw and authentication problems result in high,.,
stored at a central database. whereas performance problems result in a 1;,. While
The analysis engine is responsible for generating the lisérformance problems manifest in a variety of other metrics
of metrics to collect at each AP. For this purpose, the daéach as round trip time (RTT), data rates, and signal strengt
collected via the monitoring engine is processed using these metrics can be used to provide a deeper understamding f

repository of rules. The rules are specifications of netwokke cause of low throughput and thus are not first tier metrics
conditions or events that trigger a transition in the metric

collection tiers. Each rule represents the possible presefi  E. Decision Tree

a problem in the network and is usually described in terms The analysis engine (AE) of Antler, along with the set of
of conditional statements that compare current metric e&luryles that specify network conditions, forms a decisiore.re
against pre-determined threshold values. Since each suleEhch rule has two parts. The first part is the trigger, which
inherently associated with a tier of metric collection, #es of checks for a particular hypothesis of problematic netwark-c
rules forms a structure similar to a decision tree. Sectlo| dition. The trigger is expressed in terms of a combinatiothef
provides a detailed discussion of the rules and the decisigfilected metrics compared against predefined threshelds (
tree. A second output of the analysis engine is the diagnosis,, < Ty csnoq). When triggered, the system transitions
of faults in the network. Based on the problem hypothesig the next tier of metric collection to collect more data for
presented by the rules and the corresponding metrics, #iger problem diagnosis. The second part of a rule is the list
analysis engine can perform root cause analysis in the metw@f metrics to collect in this next tier. Note that a rule in the

C. Antler Architecture

and suggest potential remedial actions. decision tree at tien includes all the rules along the path in the
. _ tree at tiersn — 1,n — 2,..., 1. Figure 2 provides a graphical
D. Metric Selection representation of the decision tree. We explain the prooéss

There are multiple metrics that can be used to understaff}P0sing thresholds later in this section.
the health of a wireless network: throughput, airtime, coint
head. | L gd P ived 1In order to distinguish clients with little or no offered hawe only consider
O_Ver ead, loss rates, retransmls_s|ons, ata rate, antve CC4ctive clients (defined by a minimum activity threshold intdsy transferred)
signal strength are all good candidates. When a change cauir computation ofT i,
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activated, the set of tier 3 metrics is selected. High agtim
requires that we collect both transmission data rafe3 and
received signal strengttbf). Low signal strength is an indica-
tion of poor link quality. The administrator could increa$e
transmit power of the AP to resolve the issue. Low data rates
in the presence of high signal strength indicate high canges
and the administrator could resort to admission controbad|
balancing to remedy the situation. On the other hand, lowa dat
rates along with low signal strength indicates poor linklgua

If one client is consuming a disproportionate amount ofrait
because of a poor link, the administrator could rate limé th
client to resolve this condition. A lossy link in tier 2, hoves,
necessitates only signal strength measurements at tier 3 to

Rumiosyth € distinguish between losses due to congestion and losse® due

poor signal strength. Finally, high overhead at tier 2 reggithe

collection of per-client management statistics in tier 8littin-

Fig. 2. Multi-tiered metric collection decision tree impiented in the analysis guish between connectivity issues. A Iarge number of aasoci

eng_ine. The numbers in circles at the top indicate the tiemefriq cc_)llection. tion responses or reassociation responses from the APaitegic

White boxes represent the metrics collected at each tieows indicate the B . . .

triggers used to transition between tiers. Gray boxes atdithe fault diagnosis. that clients are not able to sustain a connection. This could
be because of high congestion [11] wherein clients are not
able to successfully associate, or they are flip-floppingvben

At the first tier of collection, each AP reports the minimumAPs due to high losses. On the other hand, a large number

throughput (i), maximum overhead,,..) and overall of authentication or deauthentication messages indidhtss

airtime (A). During each time interval, the AE compares théhe client authentication problems are either due to iremirr

reported values against thresholds defined as a part of b runetwork keys or MAC address whitelisting or blacklisting.

At this tier, we ensure that all connected clients are olngia )

minimum throughput and not experiencing connectivity éssu T~ Choosing Parameters

and the network is not nearing the congestion point. To We now discuss the selection of the two parameters that in-

facilitate this, there is a rule to check each of these netiibe fluence Antler's performance: threshold values and pecitdi

throughput check fails if the throughput of any active clien of monitoring.

lower than the threshold, i.e. the minimum throughput sfEsti Thresholds: An important aspect of the decision tree is the
by the network goal. The overhead check fails if any cliertygice of thresholds used in the triggers. We derive some
(not necessarily active) has an overhead index higher than 1ihresholds from the network goals, e.g. minimum throughput
Finally, the airtime check fails if the overall channel iltion {5 3 connected client is obtained from the network deplayme
reported by an AP is above 60% [12]. If any of these thresholgga|. previous research guides us in the choice of some
are exceeded, the second tier of metric collection is &tla thresholds. For example, we choose an airtime threshold of
In the second tier of metric collection, we obtain additibona0% as this represents a moderately-congested network and
metrics that help troubleshoot the cause of performancewr ¢ allows the detection of problems before the network becomes
nectivity issues. To this end, we obtain the per-clientisias highly-congested (airtime- 85%) [12]. To detect connectivity
of all clients who do not satisfy the threshold condition.eThproblems, we set the overhead index at the first tier to be
reasons for performance issues could be manyfold: poor liakvery high value, indicating that clients have not been able
quality, congestion, high losses, interference from ne@mg to transmit data packets. Yang and Vaidya list the maximum
networks or non-802.11 sources, and so on. In order to focashievable data rate for a given signal strength [13]; we use
on the problem, we collect per-client airtime$;, packet this as a guideline. We consider a link as lossy of the packet
loss ratesL; and overhead indice®);. Per-client airtimeA; |oss rate exceeds 5% [5]. For other metrics we plan to analyze
enables us to check for two problems. First, if the sumdef network traces from actual netwoksind simulations. We
for all clients is less than the overall airtimé reported by consider traces that contain problem scenarios as wellath
the AP, this indicates external interference, and may requthat exhibit normal behavior. In this manner we are able to
the administrator to perform channel-selection. Secohthe determine suitable threshold values for the metrics.
overall airtime is high, we need to check whether this is i8€a £ g0 positives and False Negativesa desirable property of
of high congestion or poor link qual_lty. Performan_ce ISSO8S - Antler is to have minimal false negatives in problem identifi
also manifest in the form of lossy links. We consider a link &ation, i.e. we do not want to miss detection of a fault. On the

lossy if the loss rates ex_cee.d 5% [5].. If the loss threshold Sther hand, too many false positives (i.e. transitions titeco
exc_e(_aded at the second tier, it could e|the_r be because b_épa%letailed metrics when there are no problems in reality) cedu
collisions due to excess network congestion or a poor link.

Depending on the tier 2 metric values and triggers that arehttp://www.crawdad.org

. Authentication
problems



A. Design Verification

jgm In order to verify the feasibility of multi-tiered approach
g WW to fault detection, we analyze the traces we collected from
2 the 67" IETF meeting held in November 2006 [14]. The
@ network consisted of over 100 APs on both 802.11a and
g2, Wwb« 802.11g frequencies, and was used by more than 1200 users
o with periods of high network utilization. Our analysis ofeth

s traces shows that the network suffered from high interfegen
&% MMWMMM and loss rates, making it suitable to analyze the correstags
our algorithm in identifying the specified problems [14]. An
example 10 minute trace is shown in Figure 3.
The figure represents the metric values for a 10 minute
sample of the plenary sessforFor the purpose of analysis,

we fix the expected network throughput at 50Kbps. The low

ﬁ;ﬁm threshold is because of the high client-AP ratio, wherein we
2 observed a single AP could attempt to serve as many as 100
o

Overhead
index
t;
£y
I

o

01 J

o simultaneous clients. At about seven minutes into the frace
Eé—w MWW%WM we see that the throughput decreases below the minimum
T threshold. In a live network with Antler deployed, this wdul

trigger the collection of second tier metrics: per-cliemtiae,

g § ” " ! I“ | per-client loss and per-client overhead index for the tlibat
= went below the threshold. If we examine these tier 2 metacs f
P e the client whose throughput went below the threshold, fer th
same 10 minute period, we see that the client overhead daes no
show much variation. However, the client airtime and losstst
to increase around the time throughput decreased. Thesisere
the effectiveness of the system in saving bandwidth. Theieloss rate could be due to either the client obtaining low
considerations impact the choice of metric thresholds. Fsansmission rates or suffering from congestion, both ofcwh
example, consider the airtime metrit where a high value of lead to the increased airtime. The high loss would trigger th
A might indicate a problem. A low threshold valuBy,,.sn0iq  COll€ction of the tier 3 metric, the client’s signal streingThe
leads to many false positives and frequent collection oditket RSS values plotted in the figure indicate that the AP received
metrics. On the other hand, a high value &fy,.snoq May Packets with almost no variation in signal strength. Camtsta

cause the system to miss faulty conditions. signal strength coupled with high loss clearly indicatest the
j};twork was suffering from congestion. This is further fied

Fig. 3. Metrics taken from a 10 minute trace at thé’6TETF meeting.

Periodicity: In contrast to a system such a Jigsaw [1] th

captures every packet transmission, Antler works mainly Vslo(tjtlng t:; retrar}sm|SS|ofn rat'e:.of thesclll_(:]nt f(.Rf'.T)t?]' tth
a statistical view of the network. Thus Antler may be unable ''¢ @raw two conclusions from rigure s. 1he hirst s that the

to capture transient network conditions. Instead it fosuse hierarchy of met_rics that we des_cribed in Section 1l is stale
more persistent problems. The response time of Antler chEper?nd works in a live network. This has e_zncouraged us tol further
on the time granularity of metric collection. A smaller pmtiof e?<plore how we _cquld map common wireless prqblems Into th_e
collection makes the system more responsive to temporary ¢ ierarchical decision tree. The second conclusion we dew i

ditions in the network but increases the bandwidth requinets that we are able to C"”f"fn our hypothesis that only a subset
; v9f metrics is required to diagnose a network problem. Our al-

saves bandwidth but may cause the system to miss so%’éithm provides the most useful set of metrics to be analyze

network faults. In our initial design we chose to collect riost Apart from reducing bandwidth demand, our system is the first

every five seconds. We believe this value provides a balar&P towards automated network management and recovery.

between transient fault detection and system responsigene B. Efficiency

IV. EVALUATION Having seen an illustration of how the decision tree can be

_ _ _ used to detect network problems and discover their rooteaus

There are two important aspects in the evaluation of Antlefie now evaluate how often Antler is able to correctly diagnos
First, in Section IV-A, we show that the decision tree indeegetwork problems. For this purpose, we use the traces from
leads us to the correct conclusions about the network pnatle the entire four hour plenary session of the IETF meeting. We

In order to diagnose a fault correctly, we need to make tk@mpare our hierarchical approach with a naive traceedriv
correct choice of metric selection at each tier. Second, we

show the benefits of Antler in terms of bandwidth savings in3in the plenary session, approximately 600 IETF attende#sergd for four
Section 1V-B. hours in one room equipped with about eight 802.11g APs



approach in which the AP reports the entire set of metriesmderstanding of the metrics relevant to each network faudt

at every monitoring interval. We first use the trace-drivethe thresholds to use for these metrics.

approach to detect all instances of potential network mioisl ~ Antler currently focuses on automated multi-tiered metric

and compare this with the number of instances detected @gllection to assist in fault diagnosis. This can be useditogb

Antler. Ideally, our system should detect all problems tha the network administrator’s attention to problems in rexae

detected by the trace-driven approach, but with a much lowend better facilitate quick problem resolution. As part off o

overall bandwidth requirement. For fairness in evalugtiomr future work, we would like to augment Antler with automated

definition of a network problem remains consistent in thedra remedial actions. In other words, the system would identify

driven approach and Antler: low throughput, high overhead the cause of a problem and use an appropriate preconfigured

high airtime. The success of Antler depends largely on tlselution to rectify the problem.

thresholds chosen for the metrics and the periodicity of the Another important goal and future work of Antler is to be

detection engine. We use the values listed in Section IlI-F. able to perform network health monitoring in a multi-hop tmes
network. Mesh networks are particularly challenging beeau

Faults | Monitoring False they use wireless links for backhaul connectivity. In such

_ detected | data (Mb) | positives networks, excessive monitoring-related traffic can corsum
Trace-driven 97 65.7 N.A. . .

Antler 81 151 9 valuable bandwidth and be detrimental to the performance

TABLE | of the network. Additionally, the mesh routers have to deal

COMPARISON OFANTLER WITH A TRACE-DRIVEN APPROACH

with an extensive set of metrics that characterize the rmali

connectivity, in addition to the traditional WLAN-like néts
bl h h . | ¢ | ith related to client access. For precisely these reasons, levde
Table 1 shows the comparison results of Antler with &, Antier-like hierarchical metric collection method wdue

trace-driven approach. The main difference between the t\g
approaches is in the amount of information available at a
point of time to make a decision. In the trace-driven apphhoac

grticularly well-suited for mesh networks.
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