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Abstract —Rate adaptation is a critical component that impacts the
performance of IEEE 802.11 wireless networks. In congested networks,
traditional rate adaptation algorithms have been shown to choose lower
data-rates for packet transmissions, leading to reduced total network
throughput and capacity. A primary reason for this behavior is the lack
of real-time congestion measurement techniques that can assist in the
identification of congestion related packet losses in a wireless network.
In this work, we first propose two real-time congestion measurement
techniques, namely an active probe-based method called Channel
Access Delay, and a passive method called Channel Busy Time. We
evaluate the two techniques in a testbed network and a large WLAN
connected to the Internet. We then present the design and evaluation
of Wireless cOngestion Optimized Fallback (WOOF), a rate adaptation
scheme that uses congestion measurement to identify congestion
related packet losses. Through simulation and testbed implementation
we show that, compared to other well-known rate adaptation algorithms,
WOOF achieves up to 300% throughput improvement in congested
networks.

1 INTRODUCTION

Congestion has an adverse impact on currate adap-
tation algorithms, an important aspect of the IEEE 802.11
MAC protocol that determines the network throughput. In a
multi-rate 802.11 network, rate adaptation is the openatib
selecting the best transmission rate, and dynamicallytadpp
this selection to the channel quality variations. The datasg
offered by 802.11a/b/g networks vary from a low of 1 Mbps
to the high rate of 54 Mbps. This wide range in the choice of
data rates makes the behavior of the rate adaptation dlgorit
critical to the throughput performance, especially in cesigd
scenarios. Current rate adaptation solutions are typichh
signed for operation in uncongested networks, where packet
loss is more likely to correlate with poor link quality rathe
than congestion. These solutions have been shown to exhibit
inferior performance in congested networks [3], [4]. These
solutions do not distinguish congestion-related packesde
from those caused by poor link quality, and react to all packe
losses by switching to a lower transmission rate. This rate

The proliferation of IEEE 802.11 networks in recent yearswitch, in turn, increases the channel occupancy time dfgtac
demonstrates a dramatic shift in the primary mechanism f@ansmissions and adds to the already existing congestion.
Internet access. According to a survey conducted by theln this work, our goal is to design a rate adaptation scheme
Pew Internet Project in February 2007, about one-third tHat provides high network performance in congested nédsvor
the population of Internet users in the USA connect vias well as lightly-loaded networks. In order to design such a
wireless networks [1]. IEEE 802.11 networks, in the formate adaptation scheme, however, our approach is to develop
of WLANs or city-wide multihop mesh networks, are nowmechanisms that can identify and measure the network con-
expected to support the connectivity requirements of heaisir gestion level in real-time. Traditional metrics, such asvoek

to thousands of users simultaneously.

throughput, do not accurately characterize congestion in a

The increased usage of 802.11 networks and devicesteless network because of the locally shared channelland t
however, exposes many problems in current networks. IEEEe of multiple transmission rates. Current congestionioset
802.11 is a CSMA/CA based medium access scheme. All theoposed for wireless networks are processor intensive, an
users in the vicinity of each other share the medium asttzerefore, are not suitable for real-time operation. Hetiware
common resource. A large number of users in a network cena need for lightweight congestion measurement solutions
lead to excessive load or congestion in the network. Jarddblat can identify congestion in a wireless network in real-
et al. present an example case study of a large congediete. These mechanisms enable the rate adaptation scheme to
WLAN and describe the adverse effects of such congestion [B&spond to the network congestion levels and make intellige
In this network, more than 1000 clients attempted to use tdecisions about the choice of transmission rate. In summary
network simultaneously. The network could not sustain thige require congestion measure congestion measurement so-
high load: users obtained unacceptably low throughput, ahdions to assist in the development of of a congestion-awar
many users were unable to even maintain association witite adaptation scheme.
the access points (APs). Eventually the network broke down,To this end, we present a measurement-driven approach to

causing frustration among the users.

the characterization of congestion in wireless networkdtan



the design of a congestion-aware rate adaptation schente. Ourhe probability of successful transmission of a packet for a
two main contributions are as follows. First, we develop twgiven data rate can be modeled as a function of the Signal-to-
measurement techniques that can identify wireless netwddbise Ratio (SNR) of the packet at the receiver [7]. A packet
congestion in real-time. The first technique is active armhn be transmitted at a high data rate if the SNR at the receive
measures thehannel access delayhe minimum time delay is high and the packet can be received without errors. On the
for a packet transmission in the network. The second tecieniopther hand, if the SNR is not high, a lower data rate helps
is passive and measures ttieannel busy timethe fraction of achieve more robust communication. Therefore, one of the
time for which the medium was utilized during some timédeal metrics to base the choice of transmission data rafeis
interval. We evaluate and compare the performance of theadR of a packet at the receiver. However, under current IEEE
techniques in a testbed as well as a large WLAN with acti&@02.11 implementations, it is not trivial for the transmitto
users connected to the Internet. We show that the channgl bascurately estimate the SNR at the receiver because signal
time can accurately measure network congestion in rea:tinstrength exhibits significant variations on a per-packeisha
Second, we present the design and implementation of a néliis has led to the development of various solutions that
rate adaptation scheme called Wireless cOngestion Omiattempt to estimate link quality through other metrics.
Fallback (WOOF). This scheme uses the channel busy timeReceiver-Based Auto Rate (RBAR) [8] is a rate adaptation
metric in real-time to probabilistically differentiate taeeen scheme that proposes use of the RTS-CTS handshake by a
packet losses due to congestion and those due to poor liekeiver node to communicate the signal strength of redeive
guality. Our testbed evaluations in congested wireless n&ames. The receiver measures the signal strength of the RTS
work scenarios show that WOOF obtains significantly highenessage and uses this information to select an appropriate
throughput (up to a three fold improvement) compared ®ata rate for transmission of the data frame. The transmgtte
current solutions. Simulations further show that WOOF igiformed of the selected data rate through the CTS message.
able to offer significant performance improvements in largk drawback of this scheme is that it cannot be used in modern
WLANSs with hundreds of users. 802.11 networks where the RTS-CTS messaging is generally
In a prior version of this work, we presented the design artisabled. Additionally, RBAR requires modification to the
evaluation of the channel busy time metric [5]. Further, wi®rmat of the CTS message, which in many cases necessitates
presented the design and initial results from the evalnatihodification of hardware and is thus infeasible.
of the WOOF rate adaptation algorithm. In this work, we A recent work by Judd et. al. uses the property of channel
extend our exploration of congestion measurement tecksjgqureciprocity to estimate the signal strength at the recebased
and also perform comprehensive performance evaluationsotd local measurements of received signal strength [9]. This
understand the robustness and scalability of the WOOF approach requires exchange of information such as noise floo
gorithm. In particular, we present Channel Access Delay, #i@&nsmit power among the nodes in the network, similar to the
alternate technique for real-time identification of corigesin  RTS-CTS messaging of RBAR.
wireless networks. In addition, we compare the performafice At the transmitter node, the most commonly used infor-
WOOF against that of Collision-Aware Rate Adaptation [6], amation to help in choosing a data rate is the packet loss
algorithm designed with goals similar to ours. We demomstranformation (i.e., when an ACK is not received). Auto-Rate
the utility of incremental adoption of WOOF. Further, wd-allback (ARF) was among the first rate adaptation schemes
present results from simulation-based performance etiahsa that was practically implemented [10]. ARF interprets gats
of WOOF in large scale networks. of packet loss (e.g., four consecutive losses) as triggers t
The remainder of the paper is organized as follows. Se@hange the data rate. Several other rate adaptation schemes
tion 2 surveys the literature on rate adaptation algoritfons Such as AARF [11], also use packet loss patterns for rate
IEEE 802.11 networks. Section 3 describes the different copdaptation decisions. Most current 802.11 devices impiéme
gestion measurement methods. We evaluate the performaffB& or variations of ARF [6]. Recent work such as Sam-
of these methods in Section 4. Sections 5 and 6 describe Bi@Rate [12] shows that ARF and AARF perform poorly for
design and evaluation of the WOOF scheme. We conclude fiiiks that are not always 100% reliable. Therefore SampieRa
paper in Section 7. Throughout the paper, we use the teH$€S @ statistical view of packet loss rates over a period
data rate to refer to the rate of transmissions in the wisele@f time (e.g. 2s in [12]) to choose the rate with the least

network as governed by the physical layer signal modulatié¥pected transmission time. We describe SampleRate iil deta
scheme. in Section 5.3.

A common feature among all the above described rate

adaptation schemes is that they consider all packet losses t
2  STATE-OF-THE-ART IN RATE ADAPTATION be due to poor link quality. They do not distinguish between

packet losses caused by channel quality and packet losses
Rate adaptation in a multi-rate IEEE 802.11 network is tteaused by either hidden terminal transmission or congestio
technique of choosing the best data rate for packet transnigeally, the rate adaptation algorithm should only consttie
sion under the current channel conditions. The IEEE 802.packet losses due to poor channel conditions, multipadcesf
standard does not specify the details of the rate adaptatfading, etc. Packet losses due to hidden terminals or ctinges
algorithm to be used. Thus IEEE 802.11 card vendors asbould not affect the rate adaptation algorithm. On obsgrvi
researchers have proposed and implemented a variety of zdeket loss, a rate adaptation scheme that does not distingu
adaptation algorithms. the cause of the packet loss reduces the transmission data



rate. In the case of packet loss due to congestion or hiddea describe the design of a rate adaptation scheme that uses
terminals, such a reduction of data rate is unnecessaryl Evleese measurement techniques to adapt to congestion.
worse, the lower data rate increases the duration of packet
transmission, therebincreasingcongestion and the probabil-
ity of a packet collision. Additional collisions result irapket 3 CONGESTION MEASUREMENT
loss, which leads to further reduction in data rate. Congestion on the wired Internet is caused when the offered
The challenge for a rate adaptation algorithm is to be algad on a link approaches the capacity of the network link.
to identify the cause of a packet loss, i.e., whether a pack&milarly, congestion in IEEE 802.11 wireless networks may
was lost because of a bad link, hidden terminal or congestidre defined as a state where the shared wireless medium is close
In the absence of such a distinction, rate adaptation d@lgos to being fully utilized by the nodes, because of given channe
may actually compound network congestion [4]. In our worlgonditions and/or external interference, while operatifitin
we attempt to probabilistically identify congestion-teld the constraints of the 802.11 protocol [4].
packet losses and minimize their impact on rate adaptation. ldentification of congestion in wireless networks presents
Two rate adaptation algorithms, namely Robust Rate Adapew challenges as compared to wired networks. The shared
tation Algorithm (RRAA) [13] and Collision-Aware Rate nature of the wireless medium causes a node to share
Adaptation (CARA) [6], are designed to minimize the imihe transmission channel not just with other nodes in the
pact of packet losses that are not due to channel erranstwork, but also with external sources of interferencdikdn
RRAA selectively uses RTS-CTS handshaking to avoid hidd&vired networks, where throughput degradation on a network
terminal collisions. RRAA was not designed to explicithlink is indicative of congestion, throughput degradation i
handle congestion-related losses in the network. On ther otlvireless networks can occur due to a lossy channel, inalease
hand, CARA builds upon ARF [10] and suggests the use pfcket collisions during congestion or external intenfiege
an adaptive RTS-CTS mechanism to prevent losses duelnoaddition, throughput of a wireless link is also directly
contention. However, CARA requires turning on the RTSnfluenced by the rate adaptation algorithm through its @oi
CTS mechanism for the first retransmission of a packet, i.ef, transmission data rate. Clearly, if a lower data rate is in
upon failure of the first transmission attempt. Most curremise, the throughput for a given time interval will be lower
hardware does not support this facility and thus may requittean with a high data rate. Traditional rate adaptation sese
modification. In contrast, our solution is implemented pyurefor 802.11 networks fail to identify congestion related lpstc
in software. Moreover, CARA is built upon ARF and thudosses from poor channel quality and resort to the use of
inherits the problems of ARF, where it uses patterns of packewer data rates. In the case when the medium is heavily
loss for adaptation decisions. This has been shown to leadutdized by a large number of users, packet losses occur
incorrect rate selection [13]. primarily due to congestion. The use of a lower data rate
An orthogonal approach to address the problem is bocreases the transmission time for the same packet size,
modify the contention resolution mechanism of IEEE 802.1further degrading network performance [3], [15].
and minimize the congestion-related losses. The Idle Senséor the above reasons, the time available to a node for
protocol [14] adjusts the contention-window parameters @fansmission, governed by the current medium utilization
a node to reduce packet collisions. This method enabledesel, characterizes congestion in a wireless networkebett
node to estimate collision rate, from which it can estimag tthan the observed throughput. Several studies have prdpose
frame error rate due to poor channel conditions. Idle Sengee use of medium utilization as a measure of congestion in
however, requires each node to measure the number of ithe wireless medium [4], [16], [17]. Jardosh et al. show that
slots between transmissions - this requires a firmware epdanedium utilization can be used to classify network state as
and is not possible on many hardware platforms. Furtheg, ldincongestednoderately congesteaind highly congested4].
Sense requires modification to the 802.11 DCF mechanism;lits and Johnson suggest the use of MAC layer utilization
interaction with other existing 802.11 devices is not cléar information as one of the metrics for route selection in
comparison of our solution with that of Idle Sense is beyoral multi-hop wireless network [16]. They also suggest use
the scope of this work. of the utilization metric to trigger the Explicit Congestio
Based on the above discussion, we note that while metrigstification (ECN) feature of TCP for better throughput in
such as SNR and idle slots provide valuable input for @ngested wireless networks. AQOR is an admission control
rate adaptation algorithm, the complexity of implememtati scheme for multihop wireless networks that uses medium
and the associated overhead makes it difficult to developutlization information for flow admission decisions [17].
practical solution. On the other hand, we show that the nd&two There are two possible approaches to measuring medium
utilization metric can measure congestion locally, in4tzale, utilization in real time:active probingand passive measure-
and with low overhead. Therefore, it serves as a suitableenetment While an active approach relies on sending probe pack-
that can be used in the design of a congestion-aware rats to determine the state of the network, a passive approach
adaptation algorithm. Our scheme, Wireless cOngestiomn Ophonitors a system variable, and then uses that to determine
mized Fallback (WOOF) is implemented on existing hardwarthe current network state.
and we show that WOOF can coexist with current 802.11 In this paper, we implement and evaluate two real-time con-
implementations. gestion measurement techniques for wireless networks. The
We next discuss two techniques to measure congestiist is an active technique that measures ¢thannel access
levels in a wireless network in real-time. Later, in Sectmn delay, the minimum time delay for a packet transmission in
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Fig. 1. Per packet channel access delay vs total delay for an 802.11 node.

the network at any instant. The second technique is passivelhe channel access delay can then be computed as:
nature and measurehannel busy timethe fraction of time
for which the medium was utilized, during some time interval

] We use fixed-size broadcast packets (to prevent retransmis-
3.1 Channel Access Delay: An Active Approach sions) for probing that are transmitted at a fixed bit-ratee T
Channel Access Delay (CAD) refers to the minimum delagbsolute value of CAD also depends on the Distributed Inter
between the time a packet is delivered to the 802.11 hardw&mme Spacing (DIFS) interval and the slot time which may
by the device driver and the time when the medium iffer based on the 802.11a/b/g mode of operation.
first detected to be idle for transmission. Intuitively, ifet It is important to note that channel access delay for any
medium is heavily utilized, the probablity that the probingrobe packet is dependent on the instantaneous netwovk acti
node experiences a higher channel access delay will berhigitg in the wireless medium. For instance, if a packet is deliv
as compared to a scenario when the medium utilization is logred to the hardware for transmission during an ongoingmeig
Thus, CAD values in a given time period can provide usefioring transmission, the channel access delay will depend o
insight into the cause of packet loss experienced by a natle time it takes for the neighboring transmission to finish.
and may be used in network debugging, rate adaptation afeus individual values are susceptible to high variabitityd
congestion measurement. We evaluate the utility of chanrek unlikely to accurately reflect current medium utilizati
access delay to obtain an estimate of the current congestievels. However, the distribution of a number of CAD values
level in the vicinity of the node by monitoring the CAD valuesneasured within a short time interval enables us to estithate
for transmitted probe packets sent at regular intervals. current congestion level of the network. While on one hand,
As shown in Figure 1, the definition of the channel accesise distribution of CAD values obtained from a large number
delay is different from the total delay an 802.11 node exf samples yields a more representative statistical viethef
periences to transmit a packet successfully. The lattarevalkcurrent channel conditions, this also adds to the overhead d
includes the time spent by the node in the random backedf probe packets. Clearly, such an active probing technique
phase and the delays experienced by the packet in the deviae an inherent tradeoff between the estimation accuraty an
driver and hardware queues. Thus it is necessary to isdiate the overhead of probe packets in a time interval furtherragldi
individual backoff and queuing delay values before cakiugp to congestion.
channel access delay. We use theBaumgartner-Weil3-Schindler (BWSatistical
To this end, we developed a tool to accurately computest [19] to estimate if the medium utilization is above
the channel access delay, based on the framework providediven threshold. This is achived by comparing the em-
by MadMAC [18], an extension to the open source Madpirical distribution of CAD values obtained during a live
Wifi driver for Atheros chipset-based 802.11 devices. Usingkperiment with a known distribution for different medium
MadMAC, we control the random backoff by setting thestilization levels and data rates at which the packets are
CWmin and CWmax parameters to one (minimum allowed fgent, obtained during the training session on our testbed.
data queues) and disable retransmission of packets. Queufhe BWS test is a well known nonparametric statistical
delay at the hardware queues is avoided by limiting thechnique used in the field of biometrics to determine the
queue size to one. This is achieved by controlling the rate giobability that two individually collected sets of empi
which the device driver delivers the packets to the hardwad@ta belong to the same underlying distribution. This noapa
for transmission. We measure the channel access delayftric test uses the difference between empirical digidbu
timestamping two network events for the transmission oheagunctions, and this quantity is weighed by its variance.tSuc
probe packet: a test avoids any assumptions on the distribution under-
1) The local time (Tx) at a node when the device drivdying the observed data. It also performs well even with
delivers a packet to the 802.11 card for transmission.small sample sizes in complex systems where there is no
2) The local time (TxStart) at a node when an interrupt s priori information available about the distribution from
received from the 802.11 device indicating successfulhich the measured data originate. Section 4.3.1 describes
initiation of transmission of the probe packet by theur methodology and the performance of the BWS test in
hardware. detail.

CAD =TxStart — Tx (1)



. . . Delay Component Duration (usec.)
3.2 Channel Busy Time: A Passive Approach DIFS 50
Channel Busy Time (CBT) refers to the fraction of time for SIFS 10
. . . - . . Preamble (short) 96
which the wireless channel is busy within a given interval. Frame Preamble +&frame size
As measured at a wireless device, it includes the time for rale

transmission of packets from the device, reception of packe TABLE 1

packet transmissions from neighbors, the delays that geece Delay parameters for calculation of medium utilization.
the transmission of data and control frames called Intarrer

Spacings, and environmental noise.

Jardosh et al. outline a method to calculate medium UH: EVALUATION OF CONGESTION METRICS

lization by adding the transmission duration afl data, Section 3 d two techni ‘
management, and control frames recorded by a sniffer [JI. ection 5, we proposed two techniques 1o measure con-
stion in a wireless network in real time. While channel

However, one drawback of this approach is that it involv delay i tive techni that res th de t
significant processing overhead for each received pacgét, gaccess delay Is an active technique that requires the node 1o

requires sniffing the network imonitor mode and accounting actively transmit data packets in the network, channel busy

for transmission delays of data and ACK packets, and the sipge involves passive measurements without actually revi

and DIFS intervals that precede frame transmissions. Th a tranlsm;ssiﬁn. ‘ f the two techni
complexities make it unsuitable for congestion identifmat 0 evajuate the performance of the two techniques, we use
in real-time. as a benchmark the medium utilization as seen by a sniffer

In this paper, we present a practical light-weight im |eqp(_erat?ng inmonitor mode. In order to calculate medium
pap P b 9 9 P tilization, we use the methodology proposed by Jardosh et a

mentation of the CBT metric for 802.11 networks using o account for the transmission duration af management
feat ided in Ath hipset-based wirel deyi ) ’
ealure provided in eros Chipserbased wireless dsyic trol and data frames, along with the SIFS and DIFS du-

and compare its performance with the technique proposedr ions preceding each transmission [4]. This helps détsrm

Jardosh et al. [4]. : .
41 gée_ accuracy of our low overhead implementations of channel

To measure the channel busy time, we use the rever del d ch b " b _ inst
engineered Open HALimplementation of the MadWifi driver access delay and channél busy ime by comparing against a
é@lrly comprehensive but high overhead mechanism.

for Atheros AR5212 chipset radios. Atheros maintains 3 X ) )

bit register counters to track “medium busy time” and “cycle W_e first (_j_esc_nbe th_e experimental sefup used to measure

time”. The cycle time counter is incremented at every cIoJl?ed'um utilization using the .tWO proposed.techmques as
Il as the benchmark technique, which relies on analysis

tick of the radio, and the medium busy counter represents { . o .
number of clock ticks for which the medium was sensed busy. packets captured by a sniffer. We then describe in detail
e two test environments where we conduct our experiments.

The medium is considered busy if the measured signal stren ¢ tth ¢ its of the two teclesi
is greater than the Clear Channel Assessment (CCA). E Xt we present the performance results ot the two teclesiqu

Atheros radios, the CCA has been found to be -81dBm [2(?@ each of -the test environments. Finally, we discuss the
time” counter lative merits and limitations of the two techniques.

The ratio of the “medium busy time” and the “cycle time”
counters gives the fraction of time during which the channgly  Experimental Setup

was busy. We found that the counters were reset (to a rande . . . .
n our experiments, we use four Linux laptops equipped with

value) abou; once every minute. "? our implementation WAtheros chipset IEEE 802.11a/b/g cards, and an accesstpoint
expose an interface in théproc filesystem to read the

: - ) evaluate both the active (CAD) and passive (CBT) congestion
counter values from the registers periodically at an irgerv : :
of one second measurement techniques as described below.

Our implementation of channel busy time measuremenfiffer: One laptop acts as the sniffer and is placed close to
is based on the Atheros chipset. The CBT functionality 1€ AP to performvicinity sniffing[24]. As part of vicinity
now supported for all Atheros chipsets via the open-sourgBiffing, the radio on the sniffer laptop operates in mon-
at h5k Linux driver [21]. Based on a study of open-sourcé0r mode and captures all packet transmissions using the
code and SNMP MIB specifications, we believe that chipsét§t her eal utility. This technique allows us to study the
from other vendors such as Prism and Cisco support cpfireless network activity in the vicinity of the AP. The tfiaf
like functionality [22], [21]. Further, the 802.11h RadieR trace from the sniffer is used for the offline calculation of
source Management extension recommends APs to Supﬁgﬁdium utilization values during the experiment. The calcu
measurement ofhannelLoad a metric similar to channel lated value of utilization is then used to compare against th
utilization [23]. Therefore we expect the CBT functionglit CAD and CBT values during the corresponding time interval
to be supported by a large number of hardware vendors. Akthe experiment. _ o _
we show later in this paper, the CBT metric can provide very We calculate the medium utilization value using the method-
useful information for network protocol designers. We &edi 009y proposed by Jardosh et al. [4]. In the interest of
that other hardware vendors should also expose a simit@ace, we briefly summarize the technique as follows. The

interface and facilitate cross-layered wireless protaesigns Medium utilization for a given time interval is the sum of the
that maximize network performance. time required for all data, management, and control frames

transmitted in the interval and the necessary MAC delay
1. http://madwifi.org/wiki/OpenHal (Dec 2006) components for each frame. The time required for a frame



transmission is determined by the data rate and the sizeeof thWe use UDP traffic as opposed to TCP in our testbed
frame in addition to the fixed duration preamble. The delaxperiments because TCP’s congestion control and backoff
components include the Inter-Frame Spacings such as Ska8chanisms prevent us from controlling the rate at which
and DIFS. Table 1 lists the parameters used for our caloulatidata is injected in the network. Each client exchanges UDP
of medium utilization. We use the short preamble delay afata with the access point bidirectionally. This createth bo
96us to estimate the minimum such delay in a network with iacoming and outgoing traffic from the AP and provides us
mix of devices that use a short preamble of:9@&nd devices with a mechanism to create a range of medium utilization and
that use a long preamble of 192 congestion levels in the testbed.

Channel Access Delay: To accurately measure the channel

access delay, two laptops run our CAD measurement tool using 2 |ETE Wireless LAN

MadMAC [18] as their driver. Both nodes broadcast fixed size ) ) o
probe packets (98 bytes each) at a fixed bit-rate (54 Mbps) aFRi verify the performance of the two congestion estimation
measure the channel access delay for each probe. These nifdyliques in a real world scenario with live Internet teaffve

are not connected to the AP and hence are not part of §hducted experiments at the 67th IETF meeting held in San

wireless network under test. We fix the contention pararsetd?i€go in November 2006. The network at the IETF meeting
to a minimum CWmin = CWmax = 1 consisted of a large WLAN connected to the Internet with 38

physical AP devices that provided connectivity to more than
1000 clients. The APs were dual-radio devices with one radio
tied to the 802.11a spectrum and the other to the 802.11b/g
_ . gpectrum. The APs were tuned to orthogonal channels to
_I_n o_rder to compare CAD and CBT _valu_es V\_"th me(]“urr(l:nable spatial reuse. We chose to perform our experiments
utilization values during the corresponding time intesyahe with 802.11b/g as there were approximately three times as
Iaptops are time synchronized to a millisecond granulari[,}‘(,jmy users on the 2.4GHz spectrum as the 5GHz spectrum of
using NTP. Note that both laptops are tuned to the Sar862.11a. The APs advertized the following as accepted data
channel as the AP' . rates (Mbps): 11, 12, 18, 24, 36, 48 and 54. This restriction o
We next describe the two test environments where the ab(ﬁ/(?ceptable data rates enables limiting the cell-size di &d
described experimental setup is used for the performanC(;Ne conducted experiments during several sessions at the

evaluation. IETF, each characterized by a different number of clients
connected to the AP. For example, a working group meeting
4.2 Testing Scenarios is typically held in a small room and is attended by about 50-
%rQ_O people on average. On the other hand, a plenary session
Is attended by approximately 1000 people. The room for the
éalenary session at the 67th IETF was serviced by eight dual
radio physical AP devices. The 2.4GHz APs were tuned to the
ree non-overlapping channels of the 802.11b/g spectrom.
evaluation of our congestion measurement techniques, w
ocused on Day 3 of the meeting, a day that included a plenary
gession.

Channel Busy Time: A fourth laptop, also placed close to
the AP, continuously measures and records the channel b
time as described in Section 3.2.

We evaluate the CAD and CBT congestion measurement te
nigues in two different environments. The first is a con&dll
testbed involving eight client laptops connected to an s&c
point. The other is a real world large scale deployment of
wireless network providing connectivity to more than 100
clients. We choose the two environments because of th
vastly different characteristics. The controlled enviremnt
of a testbed allows us the flexibility to vary network loa
to generate a range of medium utilization values and limit

external sources of interference. A real world deployment, ) o

on the other hand, serves to verify the performance of ofi3 Congestion Estimation Results

tools in an environment characterized by live Interneffitaf \ve now present performance results for both the congestion
a large number of heterogeneous wireless devices, dynamjgasurement techniques in each of the two test environments

user behavior and other environmental factors. There are four sets of results, corresponding to each combi-
nation of the two measurement techniques, CAD and CBT,
4.2.1 Testbed paired with the two test environments, testbed and IETF.

We conduct two phases of experiments on an indoor wirelessThe active probing technique of calculating channel access
testbed of eight client laptops connected to an access.poiltlays requires sampling of a set of values within a short
Each client initiates a bidirectional UDP traffic flow witheth time interval, following which this set is compared with a
AP. The rate of data traffic is controlled at each client tknown distribution, to determine whether the current mediu
generate a range of medium utilization levels. utilization is above or below a specified threshold value.
In the first phase we generate the training data set for ted@annel busy time measured during an interval bears a direct
BWS test, based on the CAD values observed for differeg@rrelation with the medium utilization, and predicts agan
medium utilization levels, as described in Sections 3.1 afier the current medium utilization level.
4.3. This training data is then used to estimate the mediumDue to the difference in the nature of results obtained
utilization level in the second phase of experiments on tlie®m each of these techniques, we do not compare the two
testbed as described in Section 4.3.1, as well as the IEG&antitatively. We first present the results for CAD in both
experiments as described below. test environments followed by those for CBT.
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Fig. 3. Correlation between CBT (passive measurement technique) and medium utilization.

4.3.1 Channel Access Delay the same underlying distribution. Next, we choose the bin

. . . bin(,p) With the highestp-value and determine whether the
As explained in Section 3, the channel access delay forré‘;hge(a,b) is above or below the specified thresholfL)

packet depends on the instantaneous state of the netw%r medium utilization that defines congestion. If the range

when the measurement was made. For example, if the devjCe,, .. .
. . .~ (a,Db) lies above the thresholf., we declare the medium to be
driver delivers a packet to the hardware for transmission : .
: . o congested and un-congested otherwise. We verify the ancura
during an ongoing packet transmission in the channel, thé . o -
. . .0t our threshold-based congestion estimation by detengini
the CAD value depends on the time required for the ongoin : o .
- e - ether the value of medium utilization obtained from the
transmission to finish. As can be seen in Figures 2(a) and

(b), for a given medium utilization level, individual CAD sniffer during post-analysis was also observed to be above o

values observed show no obvious trends. The exception is H%ow the medium utilization threshold..
lower bound on the measured CAD values80 us), which

e Medium Utilization | BWS accuracy (%)
corresponds to the minimum channel access delay observed Threshold (%) | Testbed| IETF
if the medium is idle at the instant when the probe packet is 10 64.69 | 67.63
delivered to the hardware for transmission. Figures 2(d)ah gg ;g-gg gg-gg
show average CAD values over one second intervals for four 40 7750 | 5751
probe packets (98 bytes each) sent at a data rate of 54 Mbps. 50 83.22 | 57.22

While individual CAD values are susceptible to noisy esti- ?8 gg% gi ;2
mates, the BWS technique allows us to estimate the channel 80 9423 | 85.84
conditions based on a distribution of samples taken dunng a 90 95.65 | 94.50
interval. The BWS test compares two distribution samples an 100 100 100
assigns a probability measurp-yalue) to the event that the TABLE 2
two samples originate from the same underlying distributio = BWS test prediction accuracy with varying medium
We first train our prediction system during a training phase, utilization threshold values.

in which we obtain an expected distribution for each 10%
bin of medium utilization values ranging from 0 to 100%
(bin(o,10, bin(10,20), ---» Din(g0,100y)- IN the real-time experi-  Table 2 shows the accuracy of the real-time made by the
ment, we obtain a distribution of the CAD values from the CAD congestion estimation tool, in both test scenarios,
the active probe packets and use the nonparametric BWS festvarying CAD values collected over one second intervals.
to obtain ap-value for the event thatl and bin(; ;y have The accuracy of the BWS test predictions was slightly higher



in the testbed environment as compared to the IETF. Thisrete adaptation scheme for wireless networks. However, in
because the number of CAD samples collected in the testls@narios where the CBT metric functionality is not avdédab
was higher (10 packets/second) than the IETF experimentidthe 802.11 cards, the scheme could be easily modified to
packets/second). use the channel access delay metric.

In conclusion, the accuracy of the BWS test results varies
depending on the number of CAD samples available during 81  \WIRELESS CONGESTION OPTIMIZED
interval. In a general setting, we expect a node to calctifete Fa) | BACK (WOOF)
channel access delay for a majority of its transmitted pscke - . .
which will yield a sufficiently large number of CAD values'Ve how Qemons_trate the utility of real-t_lme congestion
within a short interval. However, in our experiments at thg1etrICS n |mprovmg_the performanc_e of wireless netvv_orks_
IETF meeting, we limited the number of packets sent by t§ congested scenarios. Our focus is on rate adaptation in

test nodes to a maximum of 4 packets/second to limit ﬂ%’reless networks. In the following sections, we analyze th
impact of our experiment on the network performance of rate adaptation schemes in a large WLAN con-

nected to the Internet. Based on this analysis, we thenidescr
432 Channel Busy Time the design of our congestion-aware rate adaptation scheme.

In Figures 3(a) and (b), we plot the CBT metric again . . .
the r%edium(u)tilizatio(n)calculgted based on snif‘ferg da 1 Rate Adaptation during Congestion
for each second, for experiments conducted on the testd®g now analyze the behavior of current rate adaptation
and at the IETF meeting, respectively. Every point in thechemes in a congested network. Our focus is on the packet
graph represents the measured CBT value Compared to I@ﬁ’5 rates in such networks and their impaCt on rate adaptatl
calculated medium utilization value during the correspond addition, we explore the relationship between packes los
ing time interval. Both Figures 3(a) and 3(b) (b) shovind congestion levels in the network. The traffic traces from
a strong linear correlation between CBT and medium ufite 67th IETF are used for this analysis.
lization, with a linear correlation coefficient of 0.97 for We focus on the Wednesday plenary session of the IETF
the testbed network and 0.925 for the IETE networkneeting. This session had more than 1000 attendees in one
This high degree of correlation indicates that channel bulfge room with 16 APs. We choose this session in order
time estimates the medium utilization with high accut0 study the packet loss behavior in a network with a high
racy. number of users and a high load on the network. We assume
From the graphs, we observe that the CBT metric somi&e original transmission of a packet to be lost if, in theda
times indicates a higher value than medium utilization.sThive observe a packet transmission with the retry flag set. This
behavior is because CBT accounts for the time during whiégchnique, however, does not account for retransmittekigtsic
the medium was busy, but a packet was not necessalth\)at were not captured by the sniffer. Thus the estimate is a
received (e.g., channel noise, packet collisions). Tioeeef lower bound for the number of packet losses. The fraction
CBT represents a more accurate picture of the channel9hlost packets is calculated as the ratio of the number of
such scenarios. Also, it can be seen from Figure 3(b) that #ifdransmitted packets to the sum of the number of packets
CBT metric sometimes under-estimates the channel utoizat transmitted and the number of packets lost.
value. The specification for the Atheros chipset quotes theFigure 4 plots the medium utilization levels and the fraetio
radio sensitivity for some data rates (e.g., -95dBm for 18)bp©f data frames that were lost during the Wednesday plenary
to be lower than the CCA threshold. Thus, some low data rat@ssion. The medium utilization fraction is calculatedhwite

packets are received correctly at the sniffer at a signahgth Same technique as used in Section 4.1. During periods of high
that is below the CCA threshold. utilization, the number of packet losses also increases Th

can be attributed to the losses caused by contention for the
medium (i.e., when the backoff counters of two or more nodes
expire at the same time.) Alarmingly, the percentage of lost
The results in the previous section indicate that channgy bypackets is as high as 30%. With such a high number of packet
time is an effective technique to determine channel utitiza losses, any rate adaptation scheme that relies on paclket los
at a low overhead. Channel access delays experienced bgsaa link quality metric is highly likely to lower the data eat
node can be used to estimate whether medium utilizationafien to the minimum possible transmission rate.
high or low depending on a specified threshold value. While To analyze the impact of such high packet loss rates on
the results of the CAD technique do not provide us with theate adaptation schemes, we study the distribution of data
exact value of medium utilization, the decision on whether t rates used for transmissions. The access points at the IETF
medium utilization is above or below any specified thresholdeeting advertized only the following data rates (in Mbps)
is sufficient for most applications involving rate adapiati as supported: 11, 12, 18, 24, 36, 48, and 54. A client that
admission control and network debugging. On the other harstipports IEEE 802.11b only is limited to use the 11 Mbps
the CBT metric provides a medium utilization estimationtwitdata rate alone and thus cannot perform rate adaptation. To
high accuracy, using a feature exported by the Atherosebasgudy the distribution of data rates, we consider only the
802.11 devices. data packets sent to/received from clients that supporElEE
For its ease of use and low overhead, we use the CBT me®i@2.11g. We consider a client to be 802.11g-enabled if a) it
in the rest of the paper to design a novel congestion-awaecifies an 802.11g data rate in the association message, or

4.4 Discussion
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Fig. 4. Medium utilization and packet loss rate in a Fig. 5. Relationship between channel busy time and

congested 802.11 network.

packet loss rate during the Wednesday plenary session.

Rate iMbps) Percentageo&f) Data Packets types of packet losses, which leads to reduced throughpat ev
2 0% though the losses are not related to congestion [3]. Thus, it
565 83? important to understand the cause of a packet loss, andrréspo
9 00/2 appropriately in the rate ad.aptati(.)n algorithm.
11 72.94% Based on the above discussion, we conclude that rate
ig fgggjo adaptation schemes must identify the cause of a packet loss
24 2 76% and account only for packet losses that are not congestion-
36 3.90% related. To this end, we now discuss the design and implemen-
48 3.59% tation of Wireless cOngestion Optimized Fallback (WOOF),
54 11.51% ; . -
a rate adaptation scheme that identifies the cause of packet
TABLE 3 losses. Packet losses related to congestion are omittdeein t

Data rate distribution for 802.11g clients during the
Wednesday plenary session.

determination of an appropriate transmission data ratesTh
the decision relies only on losses due to poor link quality.

5.2 ldentification of Congestion-related Packet Loss

b) in the entire traffic trace, we observe at least one packgtsection 4 we noted that channel busy time was a good
to/from the client using an IEEE 802.11g data rate. Table Bedictor of network congestion levels. We now explore the

shows the distribution of data rates for only the 802.11&nt8 ye|ationship between the channel busy time metric and packe
observed during the session. We see that a majority of tRs rate.

transmissions (73%) used the lowest possible daté.riités  Figure 5 plots a graph of the packet loss rate as a function
behavior can be attributed to the rate adaptation schenees Usf the Channel Busy Time during the corresponding time

by the wireless devices in the network. The high rate of peck@iterval of the Wednesday Plenary session. The plotted rate

loss forces the rate adaptation scheme to consider thedinkygte averaged over 30s time windows. In other words, a point
be of poor quality and, thus, use lower data rates. A study @fy) represents a 30s window wherein the with x Channel

the SNRs shows that during this period 67% of the 11Mbpgf;sy Time and y packet loss rate. We observe a strong linear
transmissions had higher SNR than the average SNR ot@relation with the packet loss rate and the observed @Hann

54Mbps transmissions. This shows that higher data ratdd COHusy time values. In other words, as the channel busy time

be used in this scenario. increases, the probability of a packet loss due to congestio
Previous work has also observed a similar effect of congegsg increases.
tion on rate adaptation [3], [24]. In a congested networkaa m  Unfortunately, a similar study of packet loss versus channe
jority of the 802.11 transmissions occur at the lowest gBesi hysy time values for other sessions in the 67th IETF did not
rate. Such transmissions also consume a large fractioneof #xhibit such strong correlation. However, we note that the
medium time, since the packets take longer to be transmittgqerage packet loss rate was higher during periods of high
Switching to a lower rate as a result of contention losses®is nytjlization in these sessions. These observations leacus t
only unnecessary but also increases the medium utilizatigiynclude that the channel busy time information can be used
The packet transmissions take longer to complete and @€ a good indicator of packet loss caused by the congestion
more susceptible to collisions (e.g. from hidden termnal§eve| in the network. However, the exact relationship of
The above problem of rate adaptation is similar to the bemavichannel busy time (and therefore medium utilization) may
of TCP reducing its congestion window in response to alary depending on the environmental factors in the wireless
network. A rate-adaptation scheme that uses channel busy ti

2. An 802.11g capable client may have been incorrectly claskifi ot ; ; .
as an 802.11b client if it used only the 11 Mbps data rate art(?l a rfleurlztlc(;to |dent|fy angeStL)OIH reflatgd F:?Ck?t m?mt .
the association message was not captured by the sniffeuraec - 'C'€10r€ D€ dynamic and capablé of adapting 1o changes In

classification of such clients would increase the fractiéndata the Wir?|ess network enVironm(?r!t_- In the dESign_ of our rate
packets at 11 Mbps. adaptation scheme WOOF, we initiate our prediction haarist



10

with the initial setting of a linear relationship betweerckaet cause of packet loss, in order to enable operation in coadest
loss and observed utilization level. We then dynamicallgmd networks.
the weight of this relationship based on the observed né&twor In Section 5.1 we observed that channel busy time can be
performance to model the current environment in the wigelegsed as a metric to predict congestion-related packet Vgss.
network. incorporate this insight into the design of WOOF with the
The channel busy time metric only helps in identifying théllowing enhancement to SampleRate. We efective packet
cause of packet loss, i.e., whether it was congestionemlatlossinstead of the observed packet loss for calculation of ETX
The rate adaptation scheme must continue to deal with paciet the resulting calculation of ETT. Whenever we observe a
losses caused by other factors such as poor link qualitys Thpacket loss, we associate a probability;, that the loss was
we claim that Channel Busy Time provides supplementadye to congestion. We then account for the fraction of packet
information that a rate adaptation scheme can use in additioss that was not due to congestion in the calculation of ETX.
to packet loss information. We, therefore, borrow the basin other words, we weigh every packet loss proportionally to
framework of the design of SampleRate [12] scheme in ordire probability that it was not a congestion-related loss.
to handle the packet loss information in WOOF. WOOF builds
on SampleRate through the incorporation of channel busy tim
and its relationship with congestion related packet loss. Wor the calculation ofP-;, we use the following equation
now outline the operation of SampleRate, and then discusscapture the relationship between Channel Busy Time and
the design of WOOF. packet loss:

EffectiveLoss= ObservedLoss(1 — Pcyr,)

Pop = 3-CBT

5.3 SampleRate where CBT represents Channel Busy Time fraction afid
SampleRate is a rate adaptation scheme that accounts forrggesents the confidence factor,< 3 < 1. The Channel
time required for successful transmission of a packet [Igg Busy Time values are measured over intervals of time of size
underlying idea of SampleRate is to choose the data rate tHatseconds.
is expected to require the least time for transmission, the. ~ The confidence facto# is a measure of the degree of corre-
data rate with maximum throughput. Note that this rate ne&fion betweerC' BT F' and congestion-related packet loss. The
not always be the highest possible rate (i.e., 54 Mbps) lsecagonfidence factor is adaptively varied based on the observed
of poor link SNR and variable link quality. SampleRate usdietwork performance. The value gfis calculated as follows.
frequent probing of different data rates in addition to thAt the end of each measurement intervél, we compare
currently used data rate to calculate the Expected Trasgmis the performance of rate adaptation in the current interval t
Count (ETX) [25] for each data rate. The ETX represents tfigat during the previous interval. The metric for performan
average number of transmission attempts required for sgececomparison is the transmission time consumed during the
ful reception of a packet. A link has EEXL if a packet can be interval. To enable comparison of transmissions using erdée/
successfully received on the first transmission attemptth@n set of data rates, we normalize the measured transmission
other hand, if the packet is lost and subsequent retranismsss time with respect to the corresponding time using a fixed
are required for successful packet delivery, then ETXThe data rate on a reliable channel, e.g., 54 Mbps. In other words
ETX is calculated using either a sliding-window time averaghe metric is analogous to the transmission time required pe
or using EWMA. The Expected Transmission Time (ETT) i®yte of successfully transferred data. If the metric intisan
calculated using ETX information at a given data rate arihprovementin performance in comparison with the previous
accounts for the backoff times when the ETX metric predictgterval of measurement, the value gfis increased in steps
that a retransmission is required (i.e., EFX). SampleRate Of 0.05. This increase i¥ models the increased confidence in
then chooses to transmit data packets using the data rdate Wiing C BT'F to distinguish packet losses due to congestion.
the lowest expected transmission time. Similarly, when the metric indicates a drop in network perfo
While SampleRate is able to successfully adapt the ddrnce,s is decreased in steps of 0.05. The confidence factor
rate in the presence of link variability, it does not respond enables WOOF to adapt to different network environments.
appropriately when congestion occurs. In particular, ieslo!n particular, this enables WOOF to ensure good performance
not distinguish the cause of packet loss; all packet lossié least as good as SampleRate) in situations of low SNR
contribute towards the calculation of ETX. Previous researlinks and high congestion. In Section 6.5, we examine the
has observed this phenomenon of SampleRate’'s data rhgwact of the measurement windoW,, and its effect on the
reduction [26]. Congestion losses impact SampleRat€gnvergence time fof values. In Section 6.3, we evaluate the
estimation of ETX at the different data rates and lead toRerformance of WOOF under different combinations of link
sub-optimal choice of transmission rate. SNR and congestion

5.4 Design of WOOF 5.5 Implementation

We base the design of the WOOF scheme on the designVeé implemented WOOF as a rate adaptation module for
SampleRate. In particular, we build on SampleRate’s framiite MadWifi driver v0.9.2 for Atheros chipsets on Linux.
work of calculation of Expected Transmission Time and ud&'e chooselW = 1s as the window of observation and
this information to choose an appropriate data rate forstrarrecalibration. A large value off” reduces the responsiveness
mission. In addition, we incorporate the ability to discéme of WOOF to changes in the environment utilization. Smaller
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values of W increase the load on the driver due to the need 50
for frequent recalibration. We set the initial value gfto

0.5. At each interval ofli/ seconds, the driver reads the
Atheros registers described in Section 3.2 to calculate the
Channel Busy Fraction. In addition, the normalized network
performance is calculated as described in Section 5.4. The
(§ values are also updated at each interval. In the following
section we use our implementation of WOOF to study the
benefit of WOOF in a congested wireless network.

StaticBest —6—
WOOF -
40 CARA --®@--

SampleRate ---@---

Network Throughput (Mbps)

6 EVALUATION Offered Load (Mbps)

We evaluate the performance of WOOF in two testbed ndtid. 6. Impact of network load.
works as well as through simulation. The testbed networks
represent two scenarios, a WLAN and a multihop mesh
network. These testbeds help us to evaluate WOOF on rgﬂ
802.11 devices and networks. The simulations enable us L :
scale the performance evaluation to networks larger than FP%P'Y layer overheads limit the achievable network throughpu
: tto lower values. The network performance for each offered
testbgd networks. We first prgsent .results from the_ tGSth((a)(zj;ld is measured using theper f utility and UDP traffic
experiments, followed by the S|m_ulat|on—based experiment with 1500 byte packets for 5 minutes. For each trial of the
Among the two testbeds, we first use the WLAN scenang periment, the drivers on the AP and clients are reset. This

since it allows us to control the experiment parameters alnS ollowed by an initial warm-up period of 60 seconds forkeac

the environment. The WLAN consists of one laptop acting,. . . . . i :
as an AP and eight laptops as client devices. Each Iaptop%'s?ﬂé %Fr,mg which clients transmit low-rate traffic (10p%)

equipped with an IEEE 802.11b/g radio based on the Atheros
chipset. The laptops use Linux (kernel version 2.6) as theirFigure 6 graphs the total network throughput as a function
OS. The wireless radio is controlled by the MadWifi driveof the offered load. Each data-point is an average based
v0.9.2 along with the WOOF rate adaptation module. on five trials of the experiment. The error-bars indicate the
We compare the performance of WOOF against that of Saminimum and the maximum throughput values over different
pleRate. Previous work has shown that SampleRate perforexperiment trials. We observe that the network throughput f
better than ARF and AARF in most network scenarios [12FtaticBest saturates at about 32 Mbps and for Sample-Rate
[13]. Thus we expect WOOF to provide better performanat 7 Mbps. The throughput for WOOF is around 29 Mbps,
than ARF and AARF in all cases where WOOF performslose to that of Static-Best. From the graph, we observe
better than SampleR&teWe also compare the performanceghat for non-congested scenarios (offered loa8 Mbps),
of WOOF with that of CARA [6]. As described in Section 2all four schemes are able to sustain the offered load. In
CARA is built upon ARF, and uses RTS-CTS to combaither words, WOOF matches the performance of the other
collision losses. We implement CARA for Madwifi and useschemes in low congestion environments. With the increase
it for our comparison. In addition, for the WLAN scenariopf congestion (offered loag-8 Mbps), SampleRate is affected
we also compare performance against a scenario wherein liiyethe congestion-related packet losses and, thus, begins t
data rate of the client-AP link is fixed at the best possiblese lower data rates. WOOF correctly identifies these packet
rate. This scenario, called the StaticBest scenario, gigesn losses as congestion-related and continues to use high data
estimate of the upper-bound on the network performance. Ttaes, resulting in better throughput. CARA provides highe
best static rate is determined by running a simple perfoomarthroughput than SampleRate, but less than that of WOOF.
test at each data rate immediately prior to the correspogndi@ARA identifies congestion-related losses, uses RTS-CTS

he network is 54 Mbps. However the mandatory MAC and

tests with SampleRate, CARA, and WOOF. to protect transmissions at higher data rates, and obtains
more throughput than SampleRate. However, the additional
6.1 Impact of Network Load overhead of the RTS-CTS handshake restricts the network

In the following set of experiments, we examine the impact:rt]roughput o less than that of WOOF.

of network load on the rate adaptation schemes. The clientFigure 7 plots a CDF of the data rates used in a representa-
implement either SampleRate, CARA, WOOF or use the fixaiye trial of the experiment with an offered load of 40 Mbps.
data rate (StaticBest). The load on each of the eight clisntsThe graph shows that a majority of the packet transmissions
varied from 100 Kbps to 7 Mbps to vary the overall load on th&ith WOOF use high data rates of 48 Mbps and 54 Mbps. On
network from 800 Kbps to 56 Mbps. The AP operates usirthe other hand, SampleRate transmits about 50% of the gacket
802.11b/g and thus the maximum theoretical raw bandwidlising 11 Mbps or lower data rates. We note that although

CARA uses higher data rates for transmissions, the overall

throughput is less than that of WOOF. This, again, points to
O Do, TRl e e Lnable 10 CompAER 4 h overhead of the RTS-CTS handshake i the 1 Mbps data
performance in hidden terminal scenarios and not spedifidat rate to avoid the collision of a data packet at a higher data
congested networks. rate.

3. Implementation of RRAA [13] requires a specialized pro
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7 %0 ‘ Stati‘cBeSFt‘f 6.3 Performance in Poor Link Conditions

% 07 Samp,gégté - We now conduct experiments to understand the performance
2 sl s of WOOF under different network conditions. In particulag

S v ] are interested in the scenarios wherein the links are weak i.

£ 201 i B, ~a the SNR of received packets is low. We conduct experiments
< Ry : similar to that in Section 6.2. We consider four different
2 10 R S combinations of link SNR and congestion levels. The good
< 0 - SNR link scenario has all client links with sufficient SNR to

0 1 2 3 4 5 6 7 8
Number of Clients

operate at 48 and 54Mbps. The low SNR scenario is acheived
by increasing the physical distance between the clientsfand
AP, and decreasing the transmit power of all the radios. The
StaticBest rates for the clients in this scenario range éetw
2Mbps and 18Mbps. We chose two congestion levels: low
congestion corresponds to two clients with an offered load o

_ ) o 5Mbps each; high congestion corresponds to eight clierits wi
We now examine the impact of contention in the networkfered load of 5Mbps each.

and study the network performance as the number of clientsrape 4 Jists the network throughput in each of the scenarios
increases. The experimental configuration is similar toothe ¢4, poth SampleRate and WOOF. We see that the performance
described in the previous section. In this case, however, We \woOF under low congestion is comparable to that of
incrementally increase the number of clients associateld WéampIeRate. During high congestion, we observe that WOOF
the AP from one to eight. Each client offers a load of 10 Mbpg,5roves the network throughput for both SNR scenarios.
UDP traffic. Therefore, we conclude that WOOF provides performance
Figure 8 plots a graph of the total network throughput versiggins in congested networks while having minimal impact in
the number of clients in the network. At low contention |G/e|uncongested networks. Further' WOOF responds apprdpriate

(<4 clients), we observe that the throughput of SampleRate ighen the link quality is poor by decreasing the data rate to a
creases almost linearly to reach a maximum of about 24 Mbpgte more suitable to the poor link quality.

Once the network starts to become congested (lients),

Fig. 8. Impact of number of clients.

6.2 Impact of the Number of Clients

however, the average throughput for SampleRate startof dr | [ CowSNR | HighSNR ]
With eight clients, the throughput for SampleRate is 7 Mbps. Low Congestion SampleRate: 0.7 SampleRate: 7.67
This drastic reduction in network throughput (about 70%) is WOOF: 0.73 WOOF: 745 |
because, with increased contention, SampleRate reduees th | High Congestion|| SamPeRate: 9.53 Samperate: 10.63
data rate and adds to the congestion. In contrast, the drop in TABLEl 4 —

throughput for WOOF is from 33 Mbps to 30 Mbps, i.e., only
a 10% reduction. We observe that the throughput reduction
for StaticBest is also about 10%. Therefore, we conclude tha
the reduction in throughput is primarily due to actual packe
losses. WOOF is successful in identifying congestionteela
packet losses and omitting them from the ETX calculations.
On the other hand, SampleRate does not attempt to iden
these losses as congestion-related and accounts for thigsn i

Network throughput (in Mbps) under different
combinations of SNR and congestion levels.

r%f%' Performance in a Mixed Network

ETX calculations, thereby lowering the transmission datas In this next experiment, we evaluate the gains obtaineditiro
and actually increasing the amount of congestion. On therotlincremental deployment of WOOF. The experimental config-
hand, the use of RTS-CTS limits the throughput improvemeutation is similar to the one described in Section 6.1. We

for CARA.

hold the number of active clients constant at eight and we
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vary the number of these clients that use WOOF. The non- 50

WOOF clients in the network use SampleRate. Each client

has a fixed offered load of 10 Mbps, and therefore, the overall

load exceeds network capacity. Figure 9 plots the network

throughput as a function of the fraction of clients that use

WOOF. The left-most point on the curve (zero WOOF clients)

represents the scenario where all the clients use SampgleRat
We observe that the overall network throughput improves as

the fraction of WOOF clients increases, i.e., the incremlent ‘ ‘ ‘ L ‘ ‘ ‘

use of WOOF provides network performance gains. We also o 1 2 3 4 5 6 7 8

note that the change in throughput of the individual WOOF Number of Clients

clients (not shown in the figure) does not always account fgig. 10. Impact of 5 parameter.

the increase in overall network throughput. In a few cases,

the SampleRate clients obtained more throughput than t(Q]eescribe in the next section, the median number of cycles was

WOOF clients. This behavior is due to the medium contentic%n , ' ye

ve. Together withi?/, the number of cycles fof to stabilize

mechanism in IEEE 802.11. Nodes in a 802.11 netwolrrklepacts the time delay for WOOF to respond to a change in

contend for the medium on a per-packet basis, irrespect%e environment (e.g. arrival of a new node in the network)
of the data rate or size of the packet. A WOOF client that 9 '

transmits at a higher data rate consumes less medium time
for a packet transmission. The extra time available enablé$ Impact of parameter g

contention resolution for more packets in the network, fQfe now demonstrate the importance of the confidence factor
both WOOF clients and non-WOOF clients. Thus we see anj, adapting to different network conditions. We use the

Variable p —e—
=1.0

40 |

30 |

20 |

10

Network Throughput (Mbps)

increase in the overall throughput of the network. experiment setup of Section 6.2. We increase the number of
clients associated with the AP, and each client offers a load
6.5 Choice of Parameter W of 10Mbps. We repeat the exeriment with fixed valuesGof

We now explore the impact of using different valuesiioy the as well as adaptives. Figure 10 shows the results of these
interval of recalibration for WOOF. We use the same expe@Xperiments. We observe that the throughput of eacalue
mental configuration as in Section 6.1. Each of the eighntdie peaks with different number of clients. On the other hand,
has an offered load of 10 Mbps for a five minute duratio@daptive3 is able to provide the best throughput with the
Table 5 shows the average network throughput for diffefent different number of clients. Therefore, we conclude thatré
values. We observe that for lol#’ values, between 0.25s andationship between CBT and congestion-related packeetss
2s, the network throughput remains high and fairly stabte. Fas captured by the factgt, varies with the network scenario.
W > 2s, we see that the throughput values decrease. At highrther, the results highlight the importance of varyihigased
values of IV, the throughput is comparable to that obtaine@n observed network performance.

by SampleRate. A low value di enables WOOF to adapt

to network conditions quickly a_nd obtain better perfqrrrmnc6_7 Performance in a Mesh Network

However, a low value oft/ also increases the processing loa
due to the rate adaptation algorithm. On the other hand,fa h
value of W makes WOOF less responsive to the environme
Based on these tradeoffs, we recommend a valué cf 1s.

aving obtained insight into the different performanceeasp
WOOF in the WLAN environment, we conduct a set of
experiments in an uncontrolled mesh network. The purpose of
the experiments is to understand the performance of WOOF

W (seconds)| Throughput (Mbps) in real multi-hop network deployments. We conduct our
0.05 17.68 experiments on the UCSB MeshNet testbed [27]. The MeshNet
8:%(; gé:?;’ is an indoor multihop IEEE 802.11 network with 25 dual-radio
05 27.63 devices. For our experiments, we use a subset of these nodes

1 28.85 connected to a single gateway node. We use only one radio
i Z:gg of each node operating in the 802.11b/g mode. SRCR [28] is
8 16.44 used as the routing protocol. The physical distance between
16 14.92 the nodes and the presence of barriers in the form of walls
32 10.30 and doors result in a majority of the links operating at low
TABLE 5 data rates, even in the absence of competing traffic. The
Impact of measurement interval W. median number of neighbors for MeshNet nodes is three.

We study the performance of the network by measuring the

sum of throughputs achieved by the individual nodes in the

Closely related to the choice of value @f is the number network. To model the flow behavior in a mesh network, all the
of recalibration cycles required for the value to stabilize flows originate from the gateway node. The number of flows
in response to a change in the environment. In our WLARNd the destination node for each flow is chosen randomly,
testbed we found that the median number of cycles#do but we ensure that there are a minimum of three flows in the
stabilize is six. Similarly, in the MeshNet environmenttthee network at all times. A combination of the selected number
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Fig. 11. Network throughput with UDP and TCP for Fig. 12. Simulation-based evaluation of network perfor-

different flow topologies in the UCSB MeshNet. mance with increasing number of clients.

of flows and the corresponding destination nodes consditte Para";,?_ﬁr Name IEEI\E/aSILCJ)Z 115

flow topology. The experiment is conducted for seven difiere DIFS 40us

flow topologies, and for both SampleRate and WOOF. We SIFS 16us

repeat the experiment for both TCP and 10 Mbps UDP flows. 5’;?;22& 69 12 18 22”26 48, 54 (Mbp)
Figure 11 compares the throughput of SampleRate and Transmit Power @6Mbps | 20 dBm

WOOF for these experiments. From the graph we see thatReceiver Sensitivity @6Mbpg -85 dBm

WOOF provides higher network throughput for both UDP TABLE 6

and TCP as compared to SampleRate. The median increase in Simulation Parameters.

throughput for UDP is 54.49%. The throughput gains for TCP,
however, are less pronounced, with a median improvement

of 20.52%. This behavior can be attributed to the dynamics_. .
of TCP congestion control mechanisms and its sensitivity t Figure 12 plots the average network throughout for 10 trials

packet loss ot these experiments. From the graph, we observe that the
' overall trends obtained from the simulation are similarhatt
of the testbed. WOOF consistently provides higher network
6.8 Simulation-based Evaluation throughput, even in the presence of 20 contending cliemts. F
To better understand the performance of WOOF in a widekample, WOOF provides about 6.2 Mbps more throughput
variety of networks, we use the Qualnet simulator [29]. In-pathan SampleRate. We note that the drop in throughput for
ticular, we are interested in the performance of WOOF in scBampleRate is not as steep as observed in the testbed exper-
narios similar to those found in the IETF network, e.g., tlee p iments. This is because the lowest possible data rate in the
nary session with hundreds of clients connected to a sinBle Aimulation is 6 Mbps compared to 1 Mbps in the testbed. In
Our implementation of WOOF for Qualnet consists of threde testbed, the use of lower data rates decreases theweffect
main components. First, we extend the 802.11 MAC impl&etwork capacity, and results in reduced throughput.
mentation to consult a rate adaptation module to selecta datNext, we evaluate the scalability and performance of WOOF
rate for packet transmissions. We implement SampleRateias large WLAN with hundreds of clients. In this experiment,
the base rate adaptation algorithm. Second, we implement e characterize the gains obtained with the use of WOOF in
Channel Busy Time metric by tracking the durations of pack&trms of the reduction in channel utilization. For this mse,
transmissions, packet receptions, and busy channel soenawe refer to the Wednesday plenary session of thé 62TF
at each node. Third, we implement WOOF by extending theeeting described earlier. We consider the traffic on one
base SampleRate module. particular channel (channel 6), and use it as a traffic trace
We first validate our Qualnet implementation of Samto input to the simulator. In other words, for every packet
pleRate and WOOF by simulating a scenario similar to ofiound in the trace we schedule an equivalent transmission in
experimental setup in Section 6.2. A key difference in thiae simulation. However, the traffic trace was captured by a
simulation setup is that Qualnet supports only pure 802.1&imgle sniffer from actual transmissions on the channek Th
or pure 802.11g networks. In other words, the 802.11btgace therefore is the result of contention-resolutiomatgms
mixed mode operation of the Atheros radios cannot be fullysed by the devices in the network and therefore represents a
captured by the simulator. Therefore, we choose to perfoperfect collision-free transmission schedule. In ordecreate
rate selection among the eight data rates of 802.11g (6 Mbpsbntention among the packets in the trace, we perturb the
54 Mbps) rather than the 12 data rates of 802.11b/g (1 Mbpsgacket generation time to be a random value within a time
54 Mbps). We use the default parameters provided by Qualméhdow of 5ms before the actual time found in the trace. We
for all the 802.11g nodes in the simulation, as listed in &bl choose a representative one hour of the meeting for sirulati
We disable the use of RTS-CTS to mimic our testbed networkach MAC address in the trace (except broadcast and milticas
Similar to the experiment in Section 6.2, we simulate a WLAMNddresses) is represented by a node in the simulation. There
environment with one AP and an increasing number of clientggre 592 unique MAC addresses in the chosen trace. The
each with 10 Mbps offered load. location of the nodes is chosen randomly. However, we ensure
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that all the nodes are in communication range of each othf]
at least when communicating using the lowest rate of 6 Mbps.
We conduct the experiment with both SampleRate and WO Q]

as the rate adaptation algorithms.

We observe the data rates used by each algorithm. We
also record the total time used for transmissions, i.e., the;
medium utilization of each algorithm. Figure 13 plots the
CDF of the data rates used by SampleRate and WOOF. Wl

observe that WOOF uses higher data rates more often than

SampleRate. This is because WOOF is able to incorporgié
the CBT information in decision-making and avoid switching

to lower data rates during congested periods. The medium
utilization for WOOF was 82% of that for SampleRate. Wegi5]
conclude that WOOF provides savings in network resource

consumption, and therefore reduces congestion.

7 CONCLUSION

[16]

Congestion in an IEEE 802.11 wireless network causes drast]

reduction in network performance. Critical to tackling sthi

problem is the ability to identify and measure congestion. [18]

this paper we presented two techniques, an active technique

(CAD) and a passive technique (CBT), that measure the
utilization of the wireless medium in real-time. We then dise[19]

the CBT measurement technique to develop a rate adaptation
scheme, WOOF, for IEEE 802.11. Performance evaluati
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show up to a three-fold gain in throughput in a congested

network. Simulations demonstrated the utility of using W©O

in a large WLAN. In addition to our congestion-aware raté!
adaptation algorithm, we believe that the measurement tegtp)

niques proposed in this paper can be used to design new

protocols or solutions that perform well under congesté%xa]
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bandwidth estimation to facilitate effective flow admissio[24]

control in wireless networks.
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